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Figure 1: The goal of our SBIR Phase 11 Project is to enrich geospatial databases.
1 Introduction

1.1 Abstract

Report developed under SBIR contract for topic A07-124, Web-Scale Search-based Data Extraction and Inte-
gration: Geospatial Database Generation Agents. In the current age of abundant, digitized geographic data, the
classic, manual approach to geospatial feature discovery and geospatial data creation is cost-prohibitive. While ge-
ographic data has become increasingly prevalent on the open Web, it remains largely unstructured and difficult to
study. This, the GeoEngine project, has developed generalizable methods for automatic geospatial data generation
based on the ample, but unstructured data on the open Web. GeoEngine solves this problem with a three tiered
architecture: automatic data discovery and extraction, machine-based semantic aggregation and human validation.
GeoEngine has produced specific, but generalizable solutions in the following areas: sub-city feature discovery in
domestic and foreign locales; neighborhood boundary discovery and refinement; physical feature gazetteer gener-
ation and attribute addition; Wikipedia traversal, extraction and auto-correction; and a comprehensive “Places
Profile” of Afghanistan. These methods allow for fast, automated geospatial data gencration and support for
geospatial research by leveraging the abundance of unstructured data on the open Web and provides new ways of
thinking about old problems in geographic information systeins.

1.2 Background

The goal of our SBIR project was to develop a GeoEngine system which could enhance the capabilities of geospatial
databases by using information available on the open Web. Consider, for example, a geospatial database as shown
in Figure 1. Each row in this database represents a geospatial feature (e.g., a city, a river, etc.); each column in
the database represents an attribute of the corresponding feature (e.g., name, latitude, longitude, population, etc.).
Our objective in this project was to develop SBIR Phase I and Phase II technologies for enhancing this database
in three aspects:

Problem 1. Discovering missing attributes: Phase I + Phase II As Phase I objective, we aimed at
discovering values for additional attributes for features that already exist in a geospatial database. As our target
application, we studied the problem of adding the population attribute to populated place features in Benin, Africa.
In Phase II, we studied new dimensions of this problem by adding attribute data to mountains in Afghanistan as
well as examining and enhancing the attributes of Wikipedia articles.

Problem 2. Generating new features: Phase I 4 Phase II Further, we studied the problem of generating
new features by using information available on the open Web. We first developed our techniques for the problem of
finding hospital features in Chicago in Phase 1, as well as places of worship in Afghanistan, among other features,
in Phase II.
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Problem 3. Constructing shape boundaries: Phase II Going beyond individual points, we also studied
the problem of the discovery of complex features, e.g., generating the shape of geographical regions by inferring
the area outline from multiple spot reports. We used open source information to generate the boundaries of
neighborhoods in Chicago.

1.2.1 The Core GeoEngine: Multi-layer, Multi-extractor Platform

We built the GeoEngine system using a suite of technologies which are combined in a multi-layer, multi-extractor
architecture. The architecture, as shown in Figure 2, is composed of multiple layers of teclinologies and is designed
to aggregate data from sources in a variety of formats.

Layer 1. Geo-Feature Extractor (DataFactory) As the first layer, we built an array of data extraction
technologies which together provide a “factory” of data access methods. As our key innovation at Cazoodle, our
Data Factory is capable of gathering data from “Deep Web" sources, i.e., sources that contain data which are
hidden behind query forms or which require complex JavaScript interactions to obtain. Several studies have shown
that the data hidden in “Deep Web” sources is far greater in magnitude than data available in the “Surface Web,”
i.e., the part of the Web that is accessible through static URLs. Typically, search engines are capable of gathering
content only from the surface Web. Additionally, our Data Factory provides various “API connectors” for gathering
content from proprietary datasets that are hidden behind firewalls or which provide API-based access.

Layer 2. Geo-Feature Matcher The next layer provides technologies for resolving various ambiguities in
merging geospatial data obtained from various API data sources. While the DataFactory layer organizes content
from different sources in a structured database format, different sources may refer to the data elements differently,
posing challenges for aggregating this information. For example, for the task of finding population for cities in
Benin, we were faced with various ambiguities in matching place names. A city could be referred to by various
names (e.g., Cotonou, the capital city of Benin, is also known as Appi, Kotano or Cotanu). Likewise, different
cities could share the same name (e.g., Benin has 12 cities with the name, “Gando”). The Geo-Feature Matcher
provides technologies for effective matching of geospatial data obtained from different sources.

Layer 3. Operation Console As the top layer of our architecture, we provide an interactive console for an
analyst to visualize the results of the GeoEngine system. One of the lessons we learned is that the algorithmic
results may not be able to completely substitute for human judgment; rather, the automatic techniques may
produce ranked lists of results that can be inspected by an operator, who can make final decisions. Therefore, as
part of our technical approach, we built technologies to aid in the creation of operation consoles that an analyst
can use to rapidly inspect algorithmic results. For example, in our population task, we built a console that displays
the top ranked candidates for the population attribute of the input city; for each candidate answer, the console
shows the score, a list of evidence and a snippet of text from each source of evidence. The analyst can click on
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Figure 2: The multi-layer, multi-extractor-based architecture for building the GeoEngine system.
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any of these pieces of evidence, which will open that source in a preview tab on the right panel. Additionally, the
console also includes panels for browsing population results returned by general search engines. The analyst may
interactively drag-and-drop the most appropriate answer to the bottom-left panel, which will save the results in
the output database.

2 Extension of Phase I Work - Hospital Discovery

In the extension of Phase I work, we finished several remaining tasks of our “IHospital Discovery System.” In
Phase I, we had finished designing of both extraction modules — agent extractor (for structured sources) and
text extractor (for unstructured sources). We had also designed the “GeoMerging” algorithm for grouping raw
hospital tuples, and applied it to the results from the agent extractors. In Phase Il, we continued to accomplish
the following remaining tasks.

a} Deployed text extraction to large scale “hospital corpus”

b) Extended the GeoMerging algorithm to text extraction results.

¢) Developed scoring functions for ranking the merged hospital records.
d) Combined all components together into an online system.

e) Evaluated performance of the overall system.

2.1 Corpus Extension

For discovering hospital tuples from unstructured text pages, we continued to expand our pilot study of a small
set of “hospital-likely” pages to a much larger corpus, to further our techniques. In Phase 1, we developed a text
extraction module and evaluated its performance using a small corpus of 1000 “hospital-likely” pages, which we
obtained from searching "chicago hospitals” at Microsoft Live Search. We expanded the experiment from 1000 to
1 million pages.

To begin with, we crawled a large corpus of text pages. We designed a focused crawler program [54, 58] to
prepare a large scale corpus of “hospital-likely” pages. Our focused crawler, taking the 1K “hospital-likely” pages
as the seed URLs to start with, traversed the hyperlinks around them to collect pages from their neighborhood,
which are also likely to be pages containing hospital information. Specifically, we feed our crawler with the 1K
seed URLs. The focused crawler then started at each of these URLs, parsed the hyper-links on the page to discover
new URLs, and continue this “crawling” to gather pages within “depth 3”—i.e., three links away from the seed
URL. This focused crawling from the 1000 seed URLs resulted in about 1 million pages overall.

Further, we applied our text extraction module over this corpus of 1M pages so that our text extraction
module would skip those pages that have more than three addresses. Also, we removed the hospital tuples from
text extraction with a score —i.e., the frequency of occurrence from various pages— less than a threshold, which we
chose as 10. The low scores of these candidate tuples indicated that they were likely to be incorrect associations of
hospital name and addresses. Overall, from this 1M corpus, we obtained 8329 raw hospital records with addresses
within 50 miles from Chicago.

2.2 GeoMerging Extension

Our two extraction modules—i.e., Agent Extractor and Text Extractor— produce raw hospital records. Upon
these raw records, we need to apply the step of GeoMerging to group the raw records that refer to the same hospital
feature into a merged record. Our GeoMerging algorithm attempts to address various ambiguity challenges:

e For name: The name of a hospital is not a unique identifier—a unique hospital can have multiple names (e.g.,
“Rehabilitation Institute of Chicago”, or “Rehab Center”, or “Resurrection Medical Center”), and different
hospitals can all have the same names (e.g., St. Joseph Hospital has branches in many cities in USA).

e Lor address: The same hospital can be referenced using different addresses (e.g.. “450 Northwest Ilwy,
Barrington, 1L 60010, USA” vs. “450 W. Highway 22 Barrington, IL 60010"). This may reflect multiple
buildings associated with the same hospital.
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Sampleld | Records Merged | Correctly Merged | Precision | Missed to Merge | Recall |
S1 13 13 100% 20 | 39.4%
S2 26 26 100% 0] 100%
S3 11 i1 100% 0| 100% |
S4 1 1 100% 2 | 333% |
S5 6 6 100% 0| 100%
Overall 57 57 100% 22 | 72.2% |

Figure 3: GeoMerging performance evaluation on text results.

¢ For phone: The same hospital can appear with different phone numbers that represent different departments
in the same building,.

For agent-extractor results from structured sources, our GeoMerging algorithm overcomes thiese challenges
using a two-step matching process. 1) Direct matching: We merge records when their address, phone, or geo-
coordinate attributes are the same. Each of these fields represents a unique way we refer to a “business” and
their exact match indicates records can be immediately merged together. 2) Inferred Matching: We merge records
when their name attribute matches approximately, and at least one of the three attributes—address, phone, and
geo-coordinates— matches approximately.

However, does the same scheme work for text-extraction results, which are inherently more “noisy”? While the
GeoMlerging algorithm worked quite well on agent-extraction results, we found its performance unsatisfactory for
text-extraction results. For agent results, the precision and recall were 99.39% and 88%. The performance of the
same scheme over text sources was quite poor — because the direct matching step relies on the association of address
and names being correct, which does not necessarily hold true for text-based extraction. In the above scheme,
the direct matching step simply merges records with the same addresses. Unfortunately, for Text lIixtractor, the
accuracy of name-address association in candidate records is only 15%, i.e., 85% of the tuples potentially represent
noisy associations that should not be trusted. Consequently, the direct matching step tends to merge hospital
tuples with widely different names, simply due to their same addresses. That is, essentially, errors would propagate
from extraction of records to their merging.

To accommodate the inherent inaccuracy of Text Extractor in association of name with address, we extended
the direct matching step to also look for similarity in hospital name. With this change, our direct matching would
not make the mistake of merging raw records that share the same address, when their names are quite different.

We assessed the modified GeolMerging algorithm using the precision and recall metrics. Applying the GeoMerg-
ing algorithm on the 8329 text records extracted from the 1M hospital corpus, we obtained 688 merged records
with an address within 50 miles of Chicago, IL. To assess these results, we randomly sampled 5 merged records. To
evaluate precision, for each sampled merged record, we inspected each of the corresponding raw records, to ascer-
tain how many actually refer to the merged hospital feature. To evaluate recall, for each sampled merged record,
we inspected all the raw records that shared the “key term” of the corresponding hospital name, and counted how
many our algorithm missed to merge. For example, for the first sampled record, our algorithm merged 13 raw
records. Of these, all 13 correctly referred to the merged hospital feature and, therefore, the precision for this
sample point is 100%. For recall, for the same sampled record, we manual inspection found that the algorithm
missed to merge 20 other raw records—thus, its recall is 13/33 or 39.4%.

Overall, as Figure 3 shows, our algorithm’s precision is 100% and recall is 72%. In coniparison, the precision
and recall of the GeoMerging algorithm on agent-extraction results were 99.4% and 88%, respectively. While the
precision metrics of GeoMerging on both results are quite high, the recall for text-extraction results is much lower
compared to that of the agent results. Our analysis showed that this recall degradation is due to our modification
to the direct matching step—for text results, direct matching also requires hospital names to be similar-—which
resulted in the decreased recall since a hospital feature can have quite different names (e.g., “resurrection center”
and “rehab medical institute”)—such place name matching, as well-known in GIS research [63, 64], is inherently
imperfect.

We observed, from the frequencies versus the counts of records, a classic Zipf [102] (or power law) distribution
with a “long tail” phenomenon [43]. First, in Figure 4, we show the distribution of the number of raw records
per merged record. Of the 688 merged records obtained, we observed a “long tail” distribution. Some sources
have very high frequencies of occurrences; e.g., 53 out of 688 were the results of merging 20+ (more than 20) raw
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Raw Records per Merged Record | Number of Merged Records
1 362

2 100

3 44

4 29

5 20

6 19

7 10

8 8

9 4
10 8
11 6
12 2
13 7
14 6
15 1
17 4
18 2
19 1
20 2
20+ 53
Total 688

Figure 4: Distribution for results of text extraction: Number of raw records per merged record.

Number of Sources per merged record | Number of Merged Records
1 475

2 &6

3 39

4 28

5 18

6 14

7 12

8 8

9 2

10 2

11 1

12 1

14 1

21 1
Total 688

Figure 5: Distribution for results of Text Extraction: Number of Sources contributing to each Merged Record.

records—indicating a few popular hospital features are discovered very frequently. On the other hand, however,
many records have low frequencies. In particular, 362 records have only one source record (thus, for these “merged”
records, there is no merging with others beyond themselves) and 100 have two records. Second, we can similarly
observe the long tail distribution for where—how many sources—we can expect to find a record. As Figure 5
shows, we also studied the distribution of the number of sources contributing to each merged record; i.e., the
number of sources where a merged record occurs. As we see, the distribution shows a similar long tail distribution.

The observation of the long tail distribution indicates the need for a comprehensive corpus as sources in
discovery. Where can we expect to discover a hospital feature? For a few popular hospitals, as they are frequently
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Raw Records per Merged Record | Number of Merged Records
1 776

2 229
3 90
4 70
5 58
6 27
7 19

8 14
9 5
10 12
11 10
12 4
13 6
14 8
15 2
16 2
17 2
18 4
19 1
21 7
22 3
23 1
24 2

25+ 79 |
Total 1431

Figure 6: Distribution for combined results: Number of raw records per merged record.

mentioned (indicated from their high frequencies in Figure 5), we can expect to find them even in just a small
number of selected sources. However, for the “long tail” of less frequent hospitals, we will need to look for them
“everywhere,” since they may not appear in the selected sources. Thus, for comprehensive discovery, we will need
a comprehensive set of pages to cover as many hospitals as there exist.

2.3 Extraction Results Merging

With both the agent and text results ready, we applied the GeoMerging algorithm on the combined results—the
set of 11951 raw records obtained from the agent extractor and the text extractor. After merging, we obtained
1431 hospital features within 50 miles of Chicago, IL. We make two observations.

First, we again see the long tail phenomenon. Similar to the analysis in Section 2.2, for the combined results,
we show the distribution of the number of raw records per merged record in Figure 6 and the nuniber of sources
per merged record in Figure 7. Evidently, the distributions are of the Zipf-type, where we see a long tail of many
hospitals that could be found only in a smaller number of sources. Thus, for comprehensive discovery, we cannot
simply focus on a few selected sources; instead, we must be comprehensive over many sources.

Second, to understand the influence of each extractor, we study the “joint” distribution of results from Agent
Extractor and from Text Extractor. As Figure 8 summarizes, we analyze the number of text sources and the number
of agent sources contributing to each merged record. The columns (x) and rows (y), respectively, represent the
number of agent sources and the number of text sources contributing to a merged record. A cell (x, y) records the
“count” (i.e., number) of merged records that are discovered by x agent and y text sources. E.g., the cell (2, 3)
has a count 5; i.e., there are 5 merged records that were obtained from 2 agent and 3 text sources. Note that, in
the table, we use x to represent any value of x (or y); e.g., cell (2, ¥) has count 166, which indicates 166 merged
records were found in 2 agent sources and any number (0 or more) of the text sources.

The observations from the joint distribution show that the dual extractors—Agent lixtractor and Text Ix-
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Number of Sources per Merged Record | Number of Merged Records
1| 1135
2 122
3 31
4 25
5 13 |
6 13
i 11
8 7
9 il

10 7
11 9
12 3
13 4
14 14
15 6
16 4
17 9
19 1
20 2
22 2
24 1
27 1
31 1
Total 1431 |

Iigure 7: Distribution for combined results: Number of sources contributing to each merged record.

y: Number of r: Number of Agent Sources

Text Sources 0] 1] 2] 3] 4] 5] 6] 7]8[9J10+] =«
0 0| 447 | 150 | 54 |40 (33 | 10| 8|6 | 4 25 7
1 329 1 2 4 3 0 0 31011 1 347
2 76 0 41 41 0 2 0] 001 10 97
3} 33 2 5 1 0 0 0 0,010 2 43
4 21 1 21 0| 0] O] O] 0]JO710 2 26
5+ 85 0 3 1 2 0 1 022 15 141
* 544 | 454 | 166 [ 64 [ 45 | 35 | 11 | 11 | 8 | 8 85 | 1431

Figure 8: Joint distribution of the number of agent (x) and text (y) sources contributing to a merged record.

tractor—coimnplement each other well. On the one hand, a fairly large number of merged records were discovered
only from agent sources, or only from text sources—indicating that both extractors are essential and they will
complement each other. The count of cell (0, %) shows that as many as 544 of the 1431 merged records were
obtained only from the text sources. Likewise, the cell (*, 0) counts 777 of the 1431 were obtained only from the
agent sources. Thus, both the extractors have unique contributions in our discovery process.

On the other hand, a significant number of merged records were obtained from both types of sources—thus,
the two extractors can reinforce each other as well. From Figure 7, subtracting 544 of (0, #) and 777 of (%, 0) from
the total 1431, we obtained 110 records which appeared from both extractors. Furthermore, from cell (104, 5+),
we see that 45 merged records are obtained from a large number of agent as well as a large number of text sources.

‘e believe this “diversity” of supporting evidence leads to two implications of our dual-extraction approach:

e The abundance of evidences across different extractors reinforces the confidence of discovery. These candidate
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n Northwestern Memorial Hospital

2 (312) 440-0709

Name

Northwestern Memoriel Hospital:
Northwestern Memorial Foundation

Northwestern Memorial Hospital: Crisls
Intervention Hotline

Rehab Institute Of Chicago

Rehabilitation institute of Chicago

The Rehab. Institute Of Chicago
Rehabilitation Institute of Chicago

Northwestemn-Anesthsia Department

Keith, Louls G MD - Northwestem
Memorial Hospital

northwestern memorial hospital

northwestern memorial hospital

221 E Huron St, Chicago, IL 60611-2957, US

@ Score = 6560 from 49 A-sources, 1126 T-sources

&

Address Phone Support Url
676 N Saint Clalr St, #2050, ! ;
Chicogo, IL 606112042, us  (312)926-2033 L 0 ggode.cora(agent)
251 E Huron St, Chicago, IL
60611-2908, LS (312) 926-9586 7 (agent)
345 East Superior Street, 3 X )
Chicago, Illinofs, 60611 4496 USA
345 East Superior Street, 7
Chicago, illinois, IL 60611 USA
345E. éuperior Chicago, IL 60611 7 r (agent)
345 E Superior St, Chicago, IL (312) 238-1000 7 (agent)
3_33 E Supertor St, #466, Chicago, 1)) 4267632 7 ' (sgent)
333 E Superior St, #464, Chicago, (312) 926-2000 7 {agent)
IL
345 E Superior St, Chicago, IL -
60611-2654, US ; g0.com(text)
345 E Superior St, Chicago, IL
60611-2634, US ! (text)

(agent)

(agent)

Figure 9: The summary snippet of an example merged result.

records are likely to be correct ones. As Section 2.4 will present, we use such repeated evidences as voting

in our scoring function for ranking discovered records.

o The variety of information from different sources enriches the discovery. While structured sources, through
Agent Extractor, tend to give correct results, they are also likely to contain only repeating “directory”
listings, such as contact information. Text sources, in contrast, while harder to extract, tend to provide more
interesting and diverse contents (e.g., descriptions, reviews, comments). Together, the dual types of sources

will reinforce to provide not only correct but also rich information.

2.4 Ranking Algorithm

After combining the dual extractors, we next discuss how the merged hospital records are scored to obtain the
final ranked results. As the base score, we score each raw record ¢ = (name, address, phone, source) as follows:

o If t is from text extraction: Score(t) = log(W,;), where W, is the Web reference of t (e.g., the hit count of
searching t at a search engine). That is, we take the logarithmic value of how many times the tuple has been

mentioned on the Web, as an indication of its correctness.

o If ¢ is from agent extraction: Score(t) = 1. That is, we treat cach agent result from structured sources as

equally reliable.

Now, we need to compute the scores of a merged record based on the scores of its raw records. As an example,

Figure 9 shows a merged result which is obtained from merging 49 agent records and 1126 text records.

The Result Ranker module essentially aggregates, for each merged tuple, the scores of the supporting raw tuples,
much like voting, accounting for the reliability of the originating sources. As just explained, each supporting result
4.e., a new feature with name n, address a, and phone p,
which is obtained from source s. Let X be the set of extractors x (we currently have two extractors), and 15 be
the set of tuples t = (n, a, p, s) that extractor x produces. We merge them by an aggregation of the tuple scores
over all the extractors and all the sources. However, as not all results are equally eflicacious, the aggregation must
differentiate where (from which source) a result is collected, and how it is processed (bv which extractor). To

is of the form t = (name:n, address:a, phone:p, source:s)
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Method Total | Discovered | Correct | Precision | Recall
Struetured Sites (15 agents) 22 22 22 100% | 100% |
Text Crawl (IM pages) 22 19 19 100% |  86% |
Overall Combined 22 22 22 100% | 100%

Figure 10: Evaluation: 34 hospitals sampled from US News Hospital Direetory.

differentiate the appropriate extractor, we weigh the results from extraetor = by a constant faetor a,. Speeifieally,
our implementation sets a; = 1 for Text Extraetor and ay; = 7 for Agent Extraetor, to refleet the empirieally
obtained 15% aecuraey of Text Extractor compared to 100% aeeuracy of Agent Extractor. Similarly, we weigh
eaeh souree s by a eonstant 3,. Without further source information on souree authority, our implementation
eurrently sets J; = 1 for all sourees.

The overall seore for a eandidate hospital feature (n, a, p) is simply the weiglited sum over all its supporting
raw records t = (n, a, p, s), which comes from various sources s and is extracted through different extractors x:

Score(n, a, p) = Z Qg - Z Bs - Score(t) (1)

zeX t=n, a, p, s)e T:

For instanee, for the example result in Figure 9, the merged record ("Northwestern Memorial Hospital”, 251 E
Huron Street, Chicago, IL", "(312) 440-0709") has a final seore 6560. As Eq. 1 states, it sums up the scores of the
supporting raw reeords: 49 reeords from Agent Extraetor (e.g., the first 8 rows in the summary table) and 1126
reeords from Text Extraetor (e.g., rows 9 and 10). The eolumn labeled “Support” shows the weight values which
differentiate the extractors a, (for Text or Agent Extractors), since we do not use different 3, for the sources.

We note that, by exploiting sueh “supports,” we naturally exploit the “redundaney” of the Web, where the
same information may appear multiple times. As the key insight, through the redundaney, we expect correct
information will be correct “in the same way,” while an incidental error will be wrong “in its own way.” While
not always true, it is intuitive that information that appears multiple times is more likely to be a “consensus”
answer, rather than an ineidental error. We thus take the analogy of “voting”, in which we score eaeh final result
by aggregating the scores of its supporting raw results.

2.5 Performance Evaluation

To evaluate the overall performanee, we assessed how well it could discover hospital features. We sampled 22 hos-
pital features randomly from all the hospitals listed in US News Hospital Directory® for the Chicago metropolitan
area. The results are summarized in Figure 10.

e For the structured sites using 15 agents, for all the 22 sampled features, the top result from our system is
always correct. Thus, a precision of 100% and recall of 100%.

e For the unstruetured sourees using 1M pages, of the 22 sampled features, our systeni discovered 19 of then.
For the 19 features that our system diseovered, the top result was always eorreet. Thus, for text sourees our
preeision and reeall are 100%. and 86%, respeetively.

e Overall, for the eombined agent and text results, the top result of our system is correet for all the 22 sampled
features, i.e., both preeision and reeall of 100%.

2.6 Operations Console

We now deseribe our design of the Operations Console so that an analyst ean inspeet the results generated by
our system and determine entries that should be inserted into the final gazetteer. This task will require several
operations earried out with the results generated by our system. We use an illustrative scenario to demonstrate
the overall proeess, ineluding various editing operations.

Lonline at http://health.usnews.com/features/health/hospital-directory.html.
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Figure 11: Target Geography: The operational bounding box around Chicago.

l =78 =t = 7 " mS l’i* ﬁ, iﬂl[ﬁ“ﬁil‘ R TR0 % i“
lnorthwes(em memonal hosp(ai lu 8967 |-87.62 .303 E Chwcago Ave Ch-cm 1L 60611-3008, US
[Comer Chidrens Hosprtal '3j 417909 [87.6048 5721 5 Maryland Ave, Chacago, IL 60637- 1475, US [(773) 702-9200
[Cook County Hospral 27 [41.874 " [87.6741 (1901 W Hamson &, Chwcago, L 60612-3714, US [(312) 633-6000
Saits Mary and Ehizabeth Medical Center: Sant Mary Campus 23 (419020 [-87.683  [2233 W Dwwision St, Chucago, IL 60622-3043, US [(312) 7702000
Sant Joseph Hosprtal 22 [41.9349 [87.6369 (2900 N Lake Shore Or, Chwcago, IL 60657-5640, US [(773) 865.3000
1Mnors Masonu Hospral 22 (419365 [-87.6501 [aas W Welington Ave, Chcago, IL 60657-5147, US [(773) 975-1600
Schwab Rehabitabon Hosptal 21 [41.8625 [87.6957 [1401 5 Caforma Ave, Chacago, IL 60608-1612, US (773) 522-2010
West Suburban Medical Center 20 418917 [87.7753 |3 Ene Ct, Oak Park, IL 60302-2519, US | 708 3836200
Swedish Covenant Hospral 20 419749 [-87.6988 (5145 N CaMormsa Ave, #370, Chwcago, IL 60625.3661, US [(773) 878.8200
[Rush Urwversity Medwcal Center 19 “[41.875 [87.668  [1653 W Congress Pky, #622, Chwcago, IL 60612-3833, US [(312) 942- 5000

Figure 12: The top ranked results in the final output gazetteer.

2.6.1 Browsing Console

The screenshot in Figure 13 shows the first console for browsing results generated by our algorithm.

e The left panel shows the list of all the results that still need to be inspected by the analyst. The search box
can be used to search within the candidate hospital results by name. For the query “north,” our system
returned 9 matching results that were produced by our algorithm.

e The snippet of each result includes the name, address and phone number of the hospital. Tle snippet also
displays the overall score of this merged result, and the number of the raw agent and text records that were
merged to produce this result. The last result in the search list is: “Northwestern Medical Faculty,” with
an address of “680 N Lake Shore Dr, #1000, Chicago, IL 60611-3057, US” and the phone number as “(312)
695-9797." This merged result was produced by combining 114 agent records and 6 text records, with a final
aggregate score of 811, as produced by our Geolntegration ranking function.

e The panel on the right shows the entries already present in the final gazetteer based on the analyst operations.

e The center panel shows the location of hospitals on a map for easy visualization of each result in the search
list. The display shows nearby hospitals, as well as hospital results that have been inserted into the final
gazetteer.

2.6.2 Deletion Operation

The results produced by our algorithm may not represent meaningful associations. In fact, of the 9 results shown
in the screenshot in Figure 13, the analyst determined that 5 results need to be deleted. Overall, after full editing
of the 351 results produced by our algorithm (within our target geography), the analyst deleted 63 results.

We provide the following functions to support the deletion of results.
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Figure 13: Browsing console for an analyst to use on the results produced by our algorithm.

Each result includes an “X” button to delete that result. The analyst should determine that the result is
really a hospital (e.g., “the car hospital” is actually a car repair shop) and that the address of the result
correctly represents the location of the hospital. If these conditions are not met, the result should be deleted.

We highlight the results having low scores with a special “smiley” sign. This provides a cue to the analyst
that this result has low algorithmic confidence, so there is a greater possibility that the result should be
deleted.

For each result we list hyper-links of the sources from which that hospital record was discovered by onr
algorithm. The analyst can click on these links to inspect the target sites and to determine if the hospital
name is associated with the correct address.

kil

Each result includes a “G” sign, which will open a new browser window with results from a general Web
search engine (currently set to google.com). We use the address of the hospital result as the keyword cquery.
This helps the analyst find what facilities are located at a particular address, by looking at snippets of the
search result or by inspecting a few of the topmost results. The analyst could further modify the query to
add key terms from the name of the hospital result; the search engine would then likely return the pages
that mention both the name and the address of that hospital result.
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Figure 14: The Deletion Validation Console for a senior expert to confirm the deletion decisions of an analyst.

2.6.3 Merging Operation

After the deletion step, the analyst is left with results that are valid hospital features. Each of these results
represents a group of raw records, merged by our Geolntegration algorithm. When inserting these results into the
final gazetteer, the analyst needs to verify if additional merging is needed. In particular, our algorithmic merging
may produce more than one group for the same hospital feature. The analyst can further merge such results, as
follows:

e Each result includes a “lens” icon, which zooms into the part of map surrounding the location of that result.
It shows all the other results in the vicinity of the result, including those that are still in the search list,
those that have been deleted, or those that have been inserted into the final gazetteer. This function helps
an analyst determine whether to create a fresh entry for the result or to add it to an existing entry in the
gazetteer.

e If the analyst determines that a hospital result represents the same feature as one of the entries that already
exists in the gazetteer, the hospital result can be dragged and dropped into the hox on the right panel, which
corresponds to that gazetteer entry.

o If none of the existing entries in the gazetteer match the new hospital result, the analyst needs to create a
new gazetteer entry for that result. The analyst can drag and drop the hospital result to the “New” box
above the map in the center panel. This step will create a new entry for this result in the final gazetteer.
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Figure 15: The Merging Validation Console for a senior expert to confirm the merging decisious of an analyst.

2.6.4 Validation Console

The Operations Console includes a final validation step for all decisions made by the analyst by means of the
browsing console. We envision the overall process as being composed of two steps, in which first, a junior analyst
generates an initial gazetteer, and then, the senior domain expert verifies these decisions. In situations in which
the senior expert executes the first step with the browsing console, the validation step can be skipped and the
initial gazetteer can be accepted as the final form.

e In the deletion validation console, as shown in Figure 14, we display all the hospital results that were deleted

by the analyst from the browsing console. The senior expert verifies each deletion decision using procedures
that are similar to those used with the browsing console. If the deletion is correct, the senior expert can
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approve it. Otherwise the result can be sent back to the browsing console for the analyst to inspect again.

e In the merging validation console, as illustrated in Figure 15, the senior expert can see all the merging
decisions made by the analyst. Each entry represents a gazetteer entry that is composed of multiple results
produced by our algorithm. The senior expert can verify that the results grouped by the analyst represent the
same feature. Also, the expert can verify whether the analyst failed to merge any results. Upon completion
of this validation step, the final gazetteer will be produced and will be available for use by any intelligence
application.

After operating on 351 results in the target geography, the analyst deleted 63 results, and merged duplicate
results to produce 259 entries in the final gazetteer.

2.7 Deliverable Gazetteer

For the final gazetteer delivery, we used the Operations Console ourselves, “emulating” how an actual analyst
would use it. The Operations Console was designed to be used in two steps: 1) For a junior analyst to construct
a gazetteer using the hospital results generated by our automated techniques developed in the Phase I Option
period, and 2) For a senior expert to verify the decisions made by the analyst. The resulting output was used as
the final gazetteer.

We limited this study to a target area in a 5-mile rectangular bounding box around Chicago, as highlighted in
Figure 11. Of the total of 4454 merged results produced by our algorithm for the Chicago metropolitan area, we
found that 351 results fell into our target geography. The two steps of full deployment of the Operations Console
for the final gazetteer delivery—for the junior analyst to construct gazetteer and the senior expert to validate
decisions—each took one day of human effort.

An analyst inspected each of the 351 results, and a senior expert verified the decisions, resulting in the output
of 259 hospital features. In comparison, the benchmark dataset from the US Geological Survey (USGS) contained
only 94 features. Figure 12 shows a sample of entries from the final gazetteer. The full gazetteer is publicly
available for download at http://geoengine.cazoodle.com/data/finalgazetteer.txt. Each final entry was
obtained as a result of the merging of raw records from several online web sources. For example, the top entry,
“Northwestern Memorial Hospital,” was discovered from among 36 online sources. Overall, the 259 features were
obtained from a total of 189 web sources.

2.7.1 Benchmark Performance Comparison

We used the hospital features in the USGS gazetteer as the benchmark for our evaluation and filtered the hospital
features within our target geography. Upon filtering, we obtained 94 hospital features from the USGS gazetteer
(available at http://geoengine.cazoodle.com/data/usgsgazetteer.txt).

Observation 1. Our final gazetteer covers 100% of the features in the USGS gazetteer.

We sampled 50 features from the USGS gazetteer and for each sampled feature we checked to see if our final
output gazetteer contains that feature. We summarized our findings in Figure 16. Of the 50 sampled features, 2
hospitals have incorrect geo-coordinates in the USGS gazetteer. One of them, “St. Vincent Hospital,” is actually
in Massachusetts; another one, “Evangelical Hospital,” is located in Pennsylvania. Of the remaining 48 features
in the sample, our algorithm successfully discovered 42 features—finding an “exact match” for 34 features and a
variant name for another 8 features. Our algorithm could not find the remainder of the 6 features; however, we
observed that all of these 6 features represented hospitals that are no longer operational: some were shut down
decades ago.

Overall, of the 50 hospital features that we sampled from the USGS gazetteer, only 42 were valid hospitals. The
rest of the 8 features either had incorrect coordinates or were no longer operational. All of these valid hospitals
were found in our output gazetteer; thus, the coverage of our algorithm is 100% with respect to the USGS gazetteer.

Observation 2. 16% of the features in the USGS gazetteer are inaccurate or out of date.

We note that one of the objectives of the USGS gazetteer is to explicitly mark the features that are not
in operation anymore. For example, 6 of the 50 sampled features were explicitly (and correctly so) marked as
historical, e.g., “Martha Washington Hospital (historical)” or “Frank Cuneo Hospital (historical).” Our algorithm
was successful in finding these features on the Web (among 42 matches).
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Number of features in USGS 94
Number of features in our final gazetteer 259
Features sampled from USGS 50
Total valid features in sample 42
Feature with inaccurate coordinate 2
Feature with outdated information 6
Sampled features from USGS that are available in our gazetteer | 42
Exact match available 34
A variant name available 8

Figure 16: Evaluation of our final gazetteer with respect to the USGS gazetteer.

Hospital from our gazetteer I Whether available in USGS gazetteer

Northwestern Memorial Hospital

Comer Children’s Hospital

Cook County Hospital

Saints Mary and Elizabeth Medical Center
Saint Joseph Hospital

{llinois Masonic Hospital

Schwab Rehabilitation Hospital

Swedish Covenant Hospital

West Suburban Medical Center
Neurologic Orthopedic Hospital of Chicago
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LSS X XX X XSS X

Figure 17: Evaluation of the coverage of the USGS gazetteer with respect to the top 20 hospitals in our final
gazetteer.

We observed that the marking of the historical features is not up to date in the USGS gazetteer. Of the 8
features that our algorithm could not find, 6 represented the hospitals that are no longer in operation (sone were
shutdown decades ago). The USGS gazetteer, however, failed to mark them as "historical.”

We also found that the coordinates of some of the features in the USGS gazetteer are incorrect. Of the 8
features in the sample set that our algorithm could not find, 2 of them have incorrect coordinates in the USGS
gazetteer. One of these hospitals is located in the state of Pennsylvania, while the other is located in the state of
Massachusetts. In the USGS gazetteer, the coordinates of these two features are incorrectly set as located to be
in the vicinity of Chicago (and that is why they fall within our target geography).

To summarize, the USGS gazetteer has inaccurate or outdated information for 8 out of the 50 sampled features,
i.e., for 16% of the cases. We believe our algorithm could provide great assistance in automatically identifying
entries in the USGS gazetteer that may need correction. If our algorithm could not find a feature from the Web,
that feature in the USGS gazetteer is possibly either out of date or has incorrect coordinates.

Observation 3. The USGS gazetteer covers only 70% of the top 20 features in our final gazetteer.
In another study, we wondered how extensive the coverage of the features in the USGS gazetteer might be. We

took the top 20 features from our final output gazetteer, ranked in the order of the number of sources in which

we found a feature. As shown in Figure 17, the USGS gazetteer does not contain 6 of these 20 features. This
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| Source Name | Number of features in final gazetteer |
local.yahoo.com 245
maps.google.com 46
www.revolutionhealth.com 41
althospitals.org 41
ushospitalfinder.com 39
www.hospitalsworldwide.com 39
www.doctordirectory.com 38
www.mchec.com 38
www.dogster.com 33
www.idph.state.il.us 31
www.hospitalcompare.hhs.gov 30
WWW.ViIno.com 25
www.healthcarehiring.com 24
www.cazoodle.com 22
hospitalandmedicalcentercompare.com 21
health.usnews.com 17 |
www.hospitalsoup.com 10
www.yelp.com 9
alcoholism.about.com 9

| 32 sources | (2, 5] features ]

| 137 sources | Only 1 feature |

Figure 18: Distribution of the number of features extracted from each contributing source.

Mumber of Sources
-

Features in order of number of sources they were found

Figure 19: Distribution of the number of sources from which each of the features were extracted.

indicates that the coverage of the USGS gazetteer is quite poor. We believe that our automatic techniques are
necessary to ensure the completeness of databases such as the USGS gazetteer.

2.7.2 Distribution Statistics

Besides the benchmark evaluation, we also analyzed our final gazetteer to identify the merits of our approach.

Observation 1. Aggregation of content across many sources is necessary.

Our final gazetteer was composed of 259 features that were discovered across 189 Web sources. We analyzed
the contribution of each source, i.e., for each source we studied a fraction of the 259 features that were found at
that source. As Figure 18 shows, the most popular source was yahoo.com, where we were able to find 245 out of
the 259 features. With the exception of this source, the remainder of the sources covered far fewer features. The
second most popular source was google.com, where we were able to find 46 of the 259 features. In fact, a large
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Figure 21: Distribution of the number of algorithmic results that were merged manually per entry in the final
gazetteer.

majority of the sources, i.e., 137 out of the 189 sources, contributed only one hospital feature apiece. Only 19
sources contributed more than 5 hospital features.

In another study we analyzed the number of sources in which each of the 259 features were found. As shown
in the distribution in Figure 19, we found that the most popular feature could be found in only 36 out of the 189
contributing sources. A large majority of features, i.e., 165 out of 259 features, were found on only one of the
contributing sources. To avoid confusion, we should note that the specific source in which these 165 features were
found may be different for each of these features.

To remove the skew due to one exceptionally large source (yahoo.com), we also analyzed the distribution after
excluding yahoo.com from our study, i.e., considering only those features that could be found from at least one of
the remaining 188 sources. Of the 259 features, 155 features could be found only on yahoo.com. After excluding
these features from our study, we looked at the distribution for the remainder of the 104 features that could be
found in at least one other source besides yahoo.com. As shown in Figure 20, the most popular feature could be
found from only 35 sources. A vast majority of the features— as many as 49 out of the 104 features-could be found
only in one source, which implies that the only way to generate a complete gazetteer is by aggregating information
discovered across all sources.

Observation 2. The automatic merging technique is effective.

Next, we studied the eflectiveness of our automatic merging algorithm by evaluating how much manual effort
was required by the analyst for generating the final output gazetteer. Starting from the results produced by our
automatic techniques, our analysts performed two key manual operations: deletion of the incorrect results and
manually merging results that our algorithm could not merge automatically.

We found that our algorithms for automatic merging were quite effective. Figure 21 shows the distribution of
the number of results produced by our algorithm that were grouped together by the analyst to produce an entry
in the final gazetteer. For instance, the first row shows that there were 2 entries in the final gazetteer for which
our analyst had to manually merge 5 results each. For a large fraction of the gazetteer entries, i.e., 245 out of the
259 features in our final gazetteer, the analyst did not need to perform any manual merging. This indicates that
our algorithm is quite eflective in automatically determining which raw records need to be merged.

Observation 3. Manually deleted entries can be automatically filtered by new improvements in the
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Figure 22: Analysis of the reasons for erroneous entries deleted by analyst.

text extraction module.

Next, we analyzed how much difficulty our analyst faced in deleting erroneous results produced by our algo-
rithm. Of the 351 results produced by our algorithm in the target geography (defined by the bounding box), our
analyst deleted 63 results. The remainder of the results were further merged, finally producing 259 entries in the
output gazetteer. Thus, only about 18% of the results produced by our algorithm were erroncous and therefore
needed to be deleted by our analyst.

3

‘e further analyzed the characteristics of these 63 resuits deleted by our analyst, as snmmarized in Figare 22.

We found that 23 of the deleted results represented cases in which a hotel was located at the address of
the candidate feature. We found that many online websites that provide search functions to find hotels
displayed lists of hospitals near those hotels. When we applied our text extraction module to these pages,
we incorrectly associated the address of the hotel with the hospital name on that page. We can enrich
our text extraction technique by segmenting a Web page into units of coherent information and disallowing
associations across different units.

We found that 16 of the deleted results either represented real-world services whose names were ambiguous,
e.g., “Car Hospital,” or “The Computer Health Center,” or represented services related to the healthcare
industry, e.g., drugstores, educational institutions, or recruiting agencies for the hospital industry. Our
analyst could very quickly judge that such results were erroneous, thus requiring little overhead. We can also
develop techniques to filter out such results automatically-by first training a language model for the Web
pages representing hospital features, and next, comparing the context of the new Web pages to the trained
model.

/e found that 18 of the deleted results represented cases in which our extraction techniques could be
improved, i.e., either the name of a hospital was incorrectly associated with the address of a different
hospital (6 cases), or the extracted address was incomplete (12 cases). In our implementation of the text
extraction module for the hospital task, we generated all pairs of hospital names and addresses as candidate
records, t.e., a “full-join” of all hospital names and all addresses in a single page as candidate features. We
used the number of web-references by using the number of results returned by search engines for each pair
to compute the score for each. While the scoring scheme already performed reasonably well, we can improve
accuracy by pruning the associations that do not qualify as the tightest pair, e.g., if the text segment between
a candidate pair of a hospital name and an address included another hospital name (or address), then the
pair would not satisfy the tightest binding requirement.

We found that 6 of the deleted results represented residential housing facilities for senior citizens or people
with disabilities. Often, some of these services also include an adjoining medical facility. Such results are
perhaps best left for the analyst to judge with regards to whether they should be included in the final
gazetteer.

Mosque Feature Discovery and Extraction

In the first part of the Phase 11 work, we attempted to solve concrete feature discovery problems of varions types:
man made features (e.g., hospitals, places of worship), natural features (e.g., mountains or lakes), and colloguial
features (e.g., neighborhood boundaries). We focused on two countries: Afghanistan and United States.
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Figure 23: Comparison of number of results on google.com for English vs. Arabic queries.

We first studied a series of concrete feature discovery problems, for man-made, natural, and colloquial features
- thus, discovering mosque features is our first concrete problem, in the man-made category of features, after our
development of the hospital discovery system in the interim Phase 1 Option period.

This problem of mosque discovery is quite diflerent from hospital discovery, in two aspects:

1. Language difference. While the hospital discovery system operated on an English language corpus, the
mosque discovery system may need to access foreign language (i.e., Arabic) Web pages.

2. Geography difference. Our hospital discovery task focused in the Chicago metropolitan area, where effective
geo-coding tools are available. How well can these tools adapt to the new target geography of Afghanistan?

Additionally, we worked on the problems of information extraction, feature merging, evaluation, user-aided
analysis and made additional improvements to our aggregation engine.

3.1 Language Difference
3.1.1 Findability Survey for Mosque Information

We studied the language nature of Web pages that will be useful for the discovery of mosque features. For our
survey, we queried google.com with different keywords relevant to our domain of interest. We summarize the
findings as follows:

Observation 1: Mosque information is generally prevalent in both English as well as Arabic pages. We searched
for several “mosque-related” keyword queries, in English as well as their corresponding Arabic translations, on
google.com. In Figure 23, we show the number of results returned for each of these quecries. We see that both
English and Arabic queries match a large number of pages. For some queries, we saw a higher result count for
English queries, and vice versa for the others. This phenomenon indicates that mosque information is widely
available in both English and Arabic language corpus.

Observation 2: The information for a specific mosque may be more prevalent in Arabic than in English pages.
We queried google.com with a few specific mosque names as queries. As Figure 24 shows, we found more results in
the Arabic versions than the English versions. This phenomenon indicates that we will likely find more information
in Arabic pages for a particular mosque. Thus, even for mosques (and other associated information) that we could
discover in English-language pages, we will find more information in Arabic pages for further augmentation.

Observation 3: Mosque information is available in both structured Web sites and unstructured text pages. We
inspected a few results for each of our different survey queries. From a total of about 1000 sources thus inspected,
we report the characteristics of a few relevant sources in Figure 25. As we observe, there is a good mix of structured
sources and text pages—thus, it indicates the need for the dual-extractor design for this problem as well.

Observation 4: The exact information about the locations of mnosques is rarely available. As Figure 25 shows,
the full addresses of mosques are often not available. Some sources only provide city-level addresses, and some
provide “relative” addresses (e.g., 50 km northeast of Sakhu).
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Figure 24: Comparison of number of results on google.com for English and Arabic versions of specific mosque
names.

Site Format Mosque Names | Address
islamicfinder.org structured | > 10 full address
wikipedia.org text > 10 city only
gearthhacks.com structured | 1— 10 city only 1
lib.uwm.edu structured | 1 — 10 city only |
mfa.gov.af text 1-10 city only |
archnet.org structured | 1 — 10 city only ]
orientalarchitecture.com | text 1-10 no address
ramdan4u.blogspot.com | text 1-10 city only |
allexperts.com text 1-10 cty only |
aulia-e-hind.com text 1-10 city only |
dymah.net text 1-10 city only
trytop.com text 1-10 no address
afghan-network.net text 1-10 relative ad—(lre?'_:

Figure 25: Nature of sources providing mosque information.

3.1.2 Text Extractor for Arabic Pages

As our survey above shows, mosque information is quite prevalent in Arabic pages. We thus decided to investigate
how well our extraction techniques can extend to a foreign language like Arabic and to understand what the issues
are. Therefore, we attempted to customize our text extraction techniques to recognize mosque names from Arabic
pages, which were collected from the survey of Arabic keyword queries as just reported. This study would not
be possible without the knowledge of Arabic—we have a colleague who is fluent in the Arabic lauguage, and he
helped us in this exercise. Our lessons from this exercise provided a mixed experience.

Lesson 1. The state-of-the-art language translation tools are not effective for the purpose of information extraction
across languages. Initially, we thought we could simply translate the Arabic pages to English, and then use our
text extraction tools on the translated pages. We tested the translation effectiveness of Google Translate. First, we
found the response time of the service to be too slow for large scale processing. It took 10-15 seconds to translate
a typical Web page. Secondly, we found the accuracy of translation to be quite limited-—it could only translate
some parts of the pages. Our Arabic expert inspected the results and found that the original Arabic pages often
used a variety of local dialects—thus, the translation problem is inherently difficult. As there is active research
going on in natural language processing for the Arabic language (e.g., [1]), we are hopeful that better tools would
soon become available in the future, although currently this translation-then-extraction approach does not seem
viable.

Lesson 2. The parsing module can be easily extended to operate on Arabic text. Although the Arabic language
is quite different in its composition — it is written from right to left, and uses Unicode encoding — our parsing
module could be extended to tokenize Arabic Web pages. We were able to recognize the Arabic word “mosque”
in Arabic pages, and segment the surrounding context of the matching word tokens. Our Arabic expert observed
these segments of the extracted tokens, and found the matches to be fairly accurate.

Lesson 3. The adaptation of extraction rules to Arabic requires much knowledge of the target language. As the
step after segmenting the surrounding context of the Arabic “mosque” keyword, for each such segment, we needed
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language-specific rules for actually recognizing mosque names. For instance, a rule can state if there is “Al-” (the
definite article in the Arabic language) at two or three tokens preceding the “mosque” keyword, then the character
sequence in between them would be the name of a mosque.

As we realized in our exercise, constructing such rules requires good knowledge of the grammar and conventions
of the target language. Since the issues here are rather language specific, we would leave such customization for
future extension. Meanwhile, better tools for Arabic information extraction will beconie available, since name
entity recognition for the Arabic language (and various other languages) is actively pursued in research (e.g.,
[45, 46, 72, 88]). Thus, lacking foreign language expertise, we decided that, for our study in the GeoEngine
project, we will focus on developing extraction modules for English corpora.

Lesson 4. The ability to parse Arabic pages can be used for augmenting English-based feature discovery. While
we will not study the extraction of information directly in Arabic pages, we can use these pages to augment the
features discovered from English pages. As we saw in Lesson 2, we could successfully parse and identify desired
tokens in Arabic pages. We can thus use this ability to find pages containing auxiliary information for mosque
names that we discover from an English corpus. These matching pages can be used to augment in the discovery
process.

3.1.3 Language prevalence

A major impact of change in geography from Chicago to Afghanistan is the change in language-from English to
Arabic. We queried google.com to estimate the number of pages, in Arabic vs. in English, that provide mosque
related information. To recap, we queried google.com with the English as well as the Arabic variants of several
mosque related queries. Figure 23 summarizes the number of results found for 11 general queries, while Iigure 24
shows the results for 6 queries with specific mosque names.

Observation 1: There is a good mix of English as well as Arabic language pages providing mosque
information. In general, we observe that the mosque information is prevalent in both the languages. For the
general queries, English corpus is more popular, while for the specific mosque names, Arabic corpus is more
popular.

3.1.4 Nature of sources

To understand the nature of the Arabic sources that are returned in search results for our queries, we inspected
the top 10 results for each of them (or all results for queries where less than 10 results were found). The results
are summarized in Figure 26. We used Google Translate http://translate.google.com to translate these pages
from Arabic to English, for our inspection. If a page could not be translated, we mark it as “GT Failed.” Strangely,
we also observed quite a few links were now defunct, marked as “Link Down.” A source is classified as “DB” if it
is a structured site, suited for our agent extraction. The rest of the sources are text sources, further classified as
{wiki, travel, news, blogs, org, forum, culture}, depending on their characteristics.

As Figure 26 shows, of the top 10 results for @1, 1 is Link Down, 1 is GT Failed, and rest of the 8 results are
text sources, with no DB sources. The first 11 rows are for general queries, and the next 6 rows are for the queries
with specific mosque names.

Observation 2: We rarely find structured DB sources in Arabic language. For the general queries,
we never saw any DB sources. For the specific queries, we saw DB sources for 4 out of 6 cases. These 4 results
belonged to Arabic version of 2 structured sources — wikipedia and islamicfinder. In addition to this survey, we
inspected many more results for discovery of structured sources. Yet, we could find a total of only 4 structured
sites.

Observation 3: Casual channels are predominant source of information. Of the 165 sources that we
inspected, 50 sources were forum discussions. The second and third most popular information source are blogs
and news sites. Together, forums, blogs and news sites comprise of 104 out of 165 sources.

Observation 4: Language translation does not work on all pages. Google Translate was not successful lor
14 of the 165 sources that we inspected.

Observation 5: Some sites are not well maintained. Even though our survey was restricted to the top 10
results, we still saw 13 of the links did not load — either throwing HT'TP 404 error, or internal server error.
Thus, the text sources were the major focus for development of GeoFEngine for Mosques in Afghanistan.
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Figure 26: Study of the nature of top 10 results for mosque related queries.

3.1.5 Language translation

Observation 6: The languages spoken in Afghanistan are not directly supported by state-of-the-
art translation tools. While the language translation tools support Arabic to English translation, Afghanistan
uses other languages, which limits the accuracy of translation services. The two most popular dialects are Dari
(also called Farsi) and Pashto (also calted Persian), used 50% and 35% respectively. While both of them use
Arabic alphabet, they differ considerably from original Arabic language. The other popular languages are Turkic
languages (Uzbek and Turkmen) and several minor ones, e.g., Baluchi, Pashai, Nuristani, efc..

Observation 7: The approach of translate-then-extract is not viable for Arabic corpus. We found
two good resources for Arabic to English translation- Systran and Google Translate, and the later seems to be the
better. However, due to variations in local dialects (as noted in Observation 6), sometimes large parts of the text
could not be translated (as seen in Observation 4). Due to these limitations, the translate-then-extract approach
does not seem viable currently.

We also conducted a “fun” experiment to use Google Translate to translate names of a few mosques from English
to Arabic, and then back to English. The results, as summarized in Figure 27, show some funny translations, e.g.,
“Friday Mosque of Herat” becomes “A mosque on Friday in Herat,” or, “Pul-e-Khishti Mosque” becomes “E, in a
mosque Khishti.” These examples also illustrate the inherent limitation of the state-of-the-art tools.

Observation 8: Adaptation of text extraction modules for Arabic corpus requires much language
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1 Original English name

Translated Arabic Name

Puli Kheshtee Mosque
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shrine |

Figure 27: Results of Google Translate from mosque names in English to Arabic to English.

insight. Having observed thc difficulty in language translation, we explored the direetion of extending our text
extraction modules directly into Arabic corpus. Our cxperience was mixed-while it is technically possible to extend
our tools to work on foreign language corpus, the adaptation requires mueh insight into Arabic language alphabet,
syllable, vocabulary, and grammar.

Thus, for our development, we will foeus only on English corpus pages, leaving Arabie corpus to be incorporated
in future, as better translation tools become available.

3.2 Information Extraction
3.2.1 Information availability: Chicago vs. Afghanistan

With our focus on English corpus, next we wanted to zoom deeper to understand what type of information is
available on thc Web for mosques in Chicago vs. mosques in Afghanistan.

For our study, we used 5 popular mosques in Chicago and Afghanistan, each, and designed two experiments.
As our first experiment, we qucried google.com for the specific mosque names and noted the number of matching
results, as shown in Figure 28. These numbers are indicative of number of web pages providing information relevant
to that mosque.

Observation 9. The number of web pages providing mosque information is far greater for mosques
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I Geography | Mosque Name ] R(\.sult._(‘ount_]
Mohammad lslamic Corporation 65 |
As-Salaam Center 109
Chicago Roscoe Mosque 293
Alsalm Mosque Foundation 128
Makki Masjid Incorporated 65
Ibrahim Shah Baba Shrine 6
Dara Herat Mosque 2
Afghanistan | Khost Mosque 590
Friday Mosque 64,500
Lashkar Gah Mosque 2

Figure 28: Information availability: Contrasting number of results found on google.com for 5 mosques in Chicago

and Afghanistan, each.
time

As-Salaam Center

Roscoe Mosque Yes Yes No Yes No
Alsalm Mosque Yes Yes No No Yes
Foundation

Makki Masjid Yes Yes No No Yes
Incorporated

Muhammad Islamic Yes Yes No No Yes

Corporation

Figure 29: Availability of information for mosques in Chicago.

in Chicago compared to mosques in Afghanistan. As summarized in Figure 28, we see far more results for
mosques in Chicago compared to mosques in Afghanistan. The only exception is “Iriday Mosque,” for which we
get high number of results at 64, 500; however, this is a quite common mosque name, with many cities around the
world having a mosque with this name (see the wikipedia article 2for more info).

As our second experiment for the information availability, we tried to understand what type of information
can we find for mosques on the Web. In particular, for the same 5 mosques in Chicago and in Afghanistan, our
human experts manually tried to find-(#city, #address, #prayer-times, #pictures, #phone). The results for Chicago
and Afghanistan are shown in Figure 29 and Figure 30, respectively.

Observation 10. The phone number and street addresses are rarely available for mosques in
Afghanistan, while commonly available for mosques in Chicago. As summarized in Figure 31, phone
number could not be found for any of the 5 mosques in Afghanistan, while could be found for 4 out of 5 mosques
in Chicago. Also, the street address could be found for only 1 out of 5 mosques in Afghanistan, while it was casily
discovered for all 5 mosques in Chicago.

This observation implies new challenges for our Mosque in Afghanistan system-On the one hand, we need to
simplify our goal to discover only #city level coordinates for a mosque. On the other hand, we need to design new
geo-integration technique since the integration technique used in Mosques in Chicago system relies on the street
address, phone number and exact geo-coordinates.

Observation 11. Surprisingly, the pictures are more commonly available for niosques in Afghanistan
as compared to mosques in Chicago. As we see from Figure 31, pictures could be found for 4 out of 5 mosques
in Afghanistan, while for only 2 out of 5 mosques in Chicago. This indicates photo sharing sites could be useful
for our development.

2http://en.wikipedia.org/wiki/Friday.Mosque



Name City | Address | Prayer

time
Ibrahim ShahBaba Yes No
Shrine
Dara Herat Mosque Yes Yes No No No
Khost Mosque Yes No No Yes No
Friday Mosque Yes No No Yes No
Lashkar Gah Yes No No Yes No
Mosque

Figure 30: Availability of information for mosques in Afghanistan.

—mnm

Chicago S/5 S/5 1/5 4/5
Afghanistan 5/5 1/5 0/5 4/5 0/S

Figure 31: Contrast of availability of information for mosques in Chicago vs. in Afghanistan.

3.2.2 Geocoding accuracy

As our final dimension of survey for change in geography, we studied how well the geocoding services that we use
(Google Maps and Yahoo Maps) work for Afghanistan, our new target geography.

Observation 12. The geocoding services are not capable of geocoding street addresses in Afghanistan.
Although, it is hard to find street addresses for mosques in Afghanistan (as noted in observation 10), we could find
the addresses for 3 mosques, as listed in Figure 32. We could not successfully geocode these these street addresses
using either Google or Yahoo. Google returned empty results for all the 3 test cases; Yahoo returned city level
geocodes for the 3 test cases.

Observation 13. The geocoding services are not capable of geocoding even the city names in
Afghanistan. We used NGA for AF as reference DB, and evaluated how well the geocoding service from Google
can support the cities in NGA. The findings are summarized in Figure 33. We sampled 200 features from NGA.
For each feature, we queried the geocoding service with pattern “{city-name}, Afghanistan.” We fonnd Google
could geocode only 59 of the 200 city names, returning empty results for rest of the 70% queries. IPurthermore,
even for these 59 cases where geocoding was successful, the distance between the coordinates returned by Google
vs. NGA were more than 10 miles away for 41 cases. In fact, for 2 cases, the geocodes returned were outside
Afghanistan (Pakistan for both).

3.3 Text Extraction

The design of text extractor, as illustrated in Figure 34 on a page from wikipedia, involves three steps: (a)
City Name Annotation to locate mentions of the Afghanistan cities on that page, e.g.. “Kabul Bazaar” (C1),
“Kandahar” (C2), etc., (b) Mosque Name Extraction to recognize the names of the mosques, e.g., “Mosque of the
Hair of the Prophet” (M1), or “Jame Mui Mobarak” (M2), ete. and (c) Mosque Tuple Assembly to combine the
instances of mosque names (M1, M2, ete.) and city names (C1, C2, etc.) to produce mosque tuples of the form
(#mosque-name, #city).
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iGoogle Google Google Yahoo [Yahoo
Address IPlace lat j.ng ghgo Place L3 Lng
Jadde lilamiha, Herat, Herat 009340, AFGHANISTAN 0.00 0.00 f\f:rfa\:nistan AF 3435 62.19
Masjid i Khwaja Abu-Nasr-i-Parsa ‘ Balkh,
the center of Balkh City, Balkh, AFGHANISTAN oL 0.00 fghanistan, AF | 2993 a0
District 7 Kabul Chahar Dihi, Kabul, Kabul , AFGHANISTAN 0.00 0.00 A?:Pl:al'nistan AF 3453 69.14

Figure 32: Performance of Geocoding services in supporting street addresses in Afghanistan.

Features sampled from NGA 200

Geocoding returned empty result 141 (70.5%)
Certainly incorrect geocode
(distance between geocodes and NGA > 10 miles | 41 (20.5%)

Possibly correct geocode (distance < 10 miles) 18 (9%)

Figure 33: Performance of Google geocoding service in geocoding Afghanistan cities.

3.3.1 City Name Annotation

We used NGA Gazetteer of Afghanistan to obtain the list of all cities in Afghanistan. As learned from our survey,
full street addresses are rarely available; so our module of regular expression based address recognition, that we
used in our Hospital in Chicago system, is not applicable here. Using the list from NGA Gazetteer, we used GATIS
annotator to mark-up all the instances; and used Lucene to create inverted-index for easy access to the annotated
entries.

3.3.2 Mosque Name Extraction

Our niodule for Hospital Name Extraction could be easily adapted to this new task. The method is based on
defining a “state machine” as follows:

1. Look for key terms. We parsed the 1ITML string of the web pages to obtain clean text string. In this text
string, we looked for terms in a manually compiled list of MosqueTerms = {“mosque,” “masjid,” “shrine”}.

2. Prune tokens beyond name boundary. We considered the tokens in the surrounding context of the key terms
(up to 5 token positions) as potential mosque name. Within this sequence of tokens, going away from the
occurrence of key term, we look for special tokens that indicate the boundary of mosque names——stop words
(e.g., of, an, the, etc.), or punctuations (e.g., ., ! etc.), or digits, or verbs. Currently, we populate the the list
of “name boundary” tokens manually; we hope to incorporate natural language annotation tools to help in
simplifying this process.

3. Accept under special contexts. We identify some cases that are exceptions to the “name boundary” step, by
checking the context around the name boundary tokens. That is, we recognize that some boundary tokens
may not indicate name boundary under special situations of the surrounding context. For example, if the
stop word is “of” and the token before it is another key term (e.g., “mosque”), then we do not treat “of” as
the name boundary (e.g., in case of, “the mosque of the hair of prophet”).

3.3.3 Mosque Tuples Assembly

Having extracted the list of mosque names (e.g., M1, M2, ...) and the list of city names (e.g., C1, C2, ...),
our next step is to determine which of the “candidate tuples” (obtained as cross-join of the two lists) represent
meaningful association.

1. Proximity-based Scoring

While the potential number of candidate tuples are huge, to determine which of the candidate associations
are meaningful, we use the EntityRank technique, which we developed in prior research in the WISDM
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Figure 35: The span proximity model: Associating probability vs. span distance.

project ([55, 56, 57]) at the University of Illinois, and also used in our Phase 1 task of finding population. As
a generic mmechanism, EntityRank essentially explores the prozimity of participating entity instances to score
their association into tuples. To quantify proximity, we measure the span of the entity instances’ occurrence
positions, i.e., the length of a window (in terms of the number of words) that covers all of them. While this
proximity is an intuitive leuristic, to illustrate, we empirically measure the probability of manually-labeled
associations versus span distances, for real world tuples like companies and their service phone numbers, e.g¢.,
(IBM, 877-426-2223), over a real Web corpus. As Figure 35 displays, the association probability diminishes
as the distance increases, which is nearly zero when the distance is greater than 100 words apart. We thus
quantify the score of a potential tuple by the span of terms (the closer, the better) and the exact scoring can

be empirically determined, much like what Figure 35 sketches.

2. Geo-Specialized Scoring.

(a) Tightest-tuple Binding.

Besides the generic EntityRank, we also enforced tightest binding of entities.
candidate tuple (#mosque-name, #city) is valid only if there are no occurrences of other #mosque-name
or #city instances between these tokens.

City-list Filtering

We also observed that several tuples being generated from our system were not meaningful as the city
name were too generic words in English language. Some of the most frequent cities in our results
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Mosque Name Ambiguity Reason | Example Website

Finsbury park Mosque ...in London | http://www.historycommons.org/entity.jsp?entity=
finsbury_park_mosque_1

Lal Masjid ...in Pakistan | http://imran.com/media/blog/labels/Mosque.html

Babri Masjid ...in India | http://medlibrary.org/medwiki/Mosque

Less popular mosque ...in news stories | http://www.france24.com/en/ - ]

20090528-iran-mosque-suicide-attack-kills-zahedan
http://www.globaltv.com/globaltv/winnipeg/
Suicide+bomb+kills+Pakistani+mosque/1434854/
story.html

Less popular mosque ...in community sites | http://www.cybercity-online.net/Pakistan/html/
shrines_tombs___mosques_in_pak.html

Figure 36: Example results illustrating AF vs. non-AF ambiguity.

included monday, march, or, top, main, want, taliban, taleban, hindu, burina, china, masjid, park since
there are cities in NGA Gazetteer for Afghanistan with these names. An ideal solution here would be to
disambiguate if occurrence of these terms; however, in our current implementation, we simply compiled
a “stop-list” of city names, like above, that are more likely to be used as generic term rather than as a
city name, and removed the tuples for which city name belongs to this stop-list.

3.3.4 Large-scale Crawling

[Taving designed our technical components, to deliver the final system, we need to deploy our text extractor onto
large scale of Web corpus. Our objective here is to prepare a corpus containing pages relevant to information
about mosques in Afghanistan. We took following two methods to obtain these pages:

1. Focus Crawling. We started by obtaining the top 1000 results from MSN Live search engine for the general
query “mosques in Afghanistan.” We dispatched our focus crawling program to crawl pages at depth of 1, 2
and 3 from these initial URLs.

2. Direct Discovery. In addition to the indirect approach of deeper crawling from initial relevant pages in above
method, we also attempted to discover the relevant pages directly. We used NGA Gazetteer for Afghanistan
to drive our direct discovery of relevant pages. For every city in the gazetteer, we queried MSN Live search
engine with the query patterns of “+mosque #city Afghanistan,” and “+masjid #city Afghanistan.” For each
query, we obtained maximum up to top 1000 results. Note that, for many of these queries we had fewer than
1000 results available; for these cases, we obtained all the available results. Together, this method provided
us a pretty extensive list of pages having mosque information relevant to any city in Afghanistan.

3.4 Merging Mosque Features

Upon the raw results extracted from Text Extractor module, we need to apply GeoMerging step to group the raw
records referring to same mosque feature into a merged record. The final score for the merged results are computed
as the sum of the scores of individual raw mosque records, similar to our implementation for previous GeoEngine
tasks. During the merging step, our system needs to handle several forms of ambiguities, as described below.

3.4.1 Ambiguity due to AF vs. non-AF context

While our crawling attempts to collect the pages relevant to mosque information in Afghanistan, we still include
many pages that are ambiguous. As a result, many of the tuples obtained from our text extractor were not in
Afghanistan. Figure 36 shows some illustrative results that we need to filter out, as they are not in Afghanistan.
For example, one of the most frequently extracted mosque was “Finsbury park Mosque” which is London. It is
mentioned in many pages on the Web, due to its extensive media coverage in recent times. However, our text
extractor incorrectly assembles this mosque name with a city in Afghanistan mentioned on the same page. Some
other examples include “Lal Masjid” in Pakistan, and “Babri Masjid” in India. We found that these type of
ambiguous tuples come from variety of pages-from cultural pages, news articles, etc.
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To filter out these results, we extract additional context in our text extractor, that help us in disambiguate if
the content of the page is really about Afghanistan or not.

NonAFScore For each page, we computed a score that indicates if the content of the page is not about
Afghanistan. The score is computed by counting the number of mentions of terms in “nonAF list,” which is
a manually compiled list of foreign countries, e.g., “USA,” “Pakistan,” “Oman,” “Sudan,” “Iran,” etc. and some
popular foreign cities, e.g., “Mecca,” “Islamabad,” etc. We also included “personification” variants for some of
the location names, e.g., “Pakistani,” “Iraqi,” ete. It is important to note that the list is not exhaustive-we in-
cluded only those locations that are likely to make our mosque tuple extraction ambiguous. For example, we did
not include country “Brazil” in our list; consider a page which mentions “Brazil,” a mosque name, and also, a
city in Afghanistan-quite likely, the mosque name mentioned in that page is really associated with that city in
Afghanistan, rather than with Brazil.

AFScore Likewise, for each page, we computed a score that indicates how likely the content of the page is about
Afghanistan, by counting the number of mentions of terms in “AF list.” This list contains the country name
“Afghanistan” and its “personification” variants, e.g., “Afghan,” “Afghani,” and “Afghanistani.”

Resolving AF vs. NonAF Ambiguity Based on the two scores-AFScore and the NonAFScore-we determined
if the tuples extracted from a page are about Afghanistan or not. If either NonAFScore > 5, or AFScore <
NonAFScore, then we considered the page to be not about Afghanistan, and filtered the tuples extracted from
these pages.

We did not rigorously evaluate these filtering conditions; however, in our experience, they seemed to work
well, except for a few situations where our criteria may incorrectly filter out pages that are about Afghanistan
such as (a) If the page has a story connecting to many countries, e.g., a news story about an incidence in a
mosque in Afghanistan, citing comments from officials from USA and Pakistan (http://www.earthtimes.org/
articles/show/269069, insurgents-rocket-hits-afghan-mosque-killing-five.html), or (b} If the page in-
cludes mentions of “foreign” locations in sections not related to the actual story, e.g., a news story which refer-
ences only locations in Afghanistan; however, the page includes a selection box containing list of all countries
(http://www.irinnews.org/report.aspx?reportid=28652).

3.4.2 Ambiguity due to different features with samne city name

The second ambiguity arises when merging raw records into merged results of unique mosque features. Our text
extractor returns tuples of the format (#mosque-name, #city); now, in our reference NGA Gazetteer, there could
be multiple features with same city name. So, we cannot merge the raw records, by only matching the value of
#city.

Our solution to resolving this form of ambiguity is inspired by our experience of addressing this challenge during
Phase I problem of finding population. When extracting the mosque tuples, in our text extractors, we augment
the tuple with additional contert information. More specifically, to understand the context of a city, we extract
the other city names in that page. When merging two raw records, we compare the context of their co-occurring
city names. The records can be merged together, only if the overlap between the two city list are greater than a
threshold. In our implementation, as threshold, we require that at least 5 cities, as absolute count, and at least
20% of the entries, as fractional overlap, should be common between the city-list context of the two raw records.

3.4.3 Ambiguity due to variants in mosque names

Another challenge in merging raw records from text extractor is the variation in the naines of same geo-feature.
For example, the same mosque feature may be referenced with multiple names, e.g., “Masjid Sabz” and “Green
Mosque” both refer to the same mosque in the city of Balkh, Afghanistan.

To handle the variations in mosque names, we developed customized functions to judge if two mosque names
are similar. First, we prepare a list of “stop-words” used in mosque names including popular tokens, e.g., “the,”
“a,” masjid,” “shrine,” etc..

LTS

a,” “of,” ete., and common nouns representing synonyms of mosque, e.g., “mosque,
This first step can be considered as “stemming” for mosque names. Second, upon the key terms remaining after
stemming, we compute the token level edit-distance. We use the inverse of this edit distance as the measure of
siniilarity between mosque names. If the similarity score is above certain threshold, we consider the two names as
the variant of same mosque.
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3.5 Performance Evaluation

To evaluate “ Afghanistan Mosque Discovery” system, we performed precision and recall analysis; identified possible
reasons for errors and proposed solutions. Additionally, we studied the distribution of merged records to further
understand domain characteristics that we observed.

3.5.1 Precision Analysis - Reasons for Errors and Possible Improvements

From the 3816 merged results, we sampled the top 60 records, and manually evaluated each, in order to assess the
approach and to gain insight of potential improvement. Therefore, for each record, we not only checked whether
the association is correct but also identify the reasons of errors. Figure 37 shows this categorization of the results.
We identified nine categories: E1-FE6 are wrong associations of various reasons, Al and A2 are acceptable results
with minor error, and () is good results. Overall, the precision measuring those acceptable and good results is
48.4%—and we observed valuable insight for improving the results. In the following, we discuss each category,
and how the results could be improved.

El: Mosque name and city name were overlapping. In Text Extractor, we currently allow extracting #city
and #mosque names from an overlapping piece of text, resulting in errors when the city mentioned in a mosque
name is not the actual city. For example, from the text “.. Ibrahim Shah Baba Shrine ....” we extracted #mosque
as “Ibrahim Shah Baba Shrine” and #city as Baba, since Baba is in the list of city names to recognize— however,
the correct city of this mosque is Qalechah. As another example, we extracted (Haji Yacob Mosque, Haji), which
should be (Haji Yacob Mosque, Kabul) instead.

How to fix this type of errors? In extraction, we can require that a #city does not get extracted from part of a
#mosque—In general, we should extract a segment of text as either #mosque or #city, but not both.

E2: Mosque names in forward context were ignored. We currently discover #mosque name using backward
context only, i.e., where the key mosque terms like “Mosque” or “Shrine” appear at the end of a name, such as
“Haji Yacob Mosque.” Thus, names that starts with the key terms, such as “Mosque of the Cloak of the Prophet
Mohammed,” where the name appears in the forward context of the keyword “Mosque,” are not extracted properly.
(Another example: “Shrine of Hazart Ali.”} In such cases, we extracted it as only “Mosque” or “+ Mosque,” where
* is the word immediately preceding “Mosque.”

How to fix this type of errors? We need to extend our mosque name extraction to look for mosque names not
only in the backward context of key terms, but also in their forward context.

Category Description/Reasons of Errors #Cases | Percentage
El City name should not overlap with mosque name 8 13.3%
E2 Mosque name should be extracted using forward context 1 1.7%
E3 City name confused with a foreign city 2 3.3%
E4 Should not associate with non-informative segments 13 21.6%
£S5 Should section text to infer association 2 3.3%
£6 City name is confused with person name 5 8.3%

Need-Improvement Total 31 51.6%
Al Acceptable: Part of the mosque name is not right 2 3.3%
A2 Acceptable: Wrong association, but low rank 1 1.6%
G Good association 26 43.3%
Acceptable/Good Total 29 48.4%

Figure 37: Evaluation of mosque discovery: over top 60 results.
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E3: Foreign cities were not recognized. We do not currently distinguish cities of the same names but in
different countries— the geo disambiguation problem. As we discussed in the ’hase 1 project, when we studied
finding populations for Benin features, a name can refer to multiple locations; e.g., Gando is a name for 12 UFIs.
Thus, when searching for a specific location, say Gando with UFI=-1333543, GeoEngine cannot simply match by
the name alone; rather, it must take measures to disambiguate whether the name refers to the particular location
we seek. This toponym resolution problem has been actively studied (e.g., [42, 60, 73, 76, 77, 78, 79, 82, 86, 89, 101])
for various settings such as video, speech, text, and the Web.

How to fix this type of errors? While we studied the same geo disambiguation problem in the context of
augmenting an existing gazetteer (adding Benin populations to the NGA Gazetteer), now, we do not have a
gazetteer to start with for the various features (e.g., the different “Gando”) that may be ambiguous. That is,
since our #city extraction is only based on cities in Afghanistan, we are current unable to distinguish those city
names that also appear in other countries. As a solution, we will add city gazetteer information for other Arabic
countries, in order to distinguish Afghanistan cities.

E4: Mosque and city were associated across separate regions. A page is usually divided into mul-
tiple regions (navigation, content, advertisement), and each regions further divided into different sub-regions
of information units like sentences, records, and links. In this category, we incorrectly associated a #mosque
with #city, while they appeared in unrelated regions of the page. For example, Figure 38 shows a snippet
of navigation links section at the bottom of the page on wikipedia about “Abdul Rahman Mosque” (http:
//en.wikipedia.org/wiki/Abdul_Rahman_Mosque). In this snippet, we extracted #mosque from one navigation
link (as marked in the circle) and #city from the following link (as marked in the rectangle). Clearly, while close,
the information across two distinct navigation links should not be associated—i.e., proximity is not a sufficient
condition for tuple association.

How to fix this type of errors? In forming associations, we should consider proximity only within a region
of information, and not across two regions that are independent, even when they appear close to one another in
the overall page layout. First, we will need to segment pages into sub-units [52, 53]; and then, apply our tuple
association algorithm on the content within each sub-unit of a page.

E5: Long range associations were not assembled. In this category, we failed to associate a #mosque and
a #city entity because they were not close to each other. While we have focused on text proximity as a primary
means for assembling tuples, we observed that some prominent associations are not limited to proximity—i.e., we
are missing “long range” associations. Thus, proximity is not a necessary condition for tuple association.

How to fix this type of errors? It is important to note that prorimity is simply a measure of the “scope” of
information—If a #mosque is near a #city in terms of textual distance, we presume that the former is within the
scope of the latter (or vice versa). In general, we shall consider the “scoping” of text, i.e., the range of influence—If
an information entity is in the scope of another, we can associate them as a tuple, while not necessarily in textual
proximity to each other. For example, information appearing in the title of a page describes the whole page, and
thus it naturally has the entire page as scope. We should generalize proximity to account for such scoping in order
to assemble long range associations.

E6: Person mentions were mistaken as city names. There are many names commonly used for both person
and location. This type of errors thus resulted from wrongly extracting person name nientions as #city (which
were then associated with some #mosque). For example, we assembled tuple (Sect’s Mosque, Yusuf); however, this
Yusuf was referring a person in the extracted text, although it is also a city name in our dictionary for extracting
cities. Another exaniple is the merged record number 26, where "Tamim-E-Ansar Mosque” is group with Qar? (a
city name), while in fact Qari is a person’s name, as in "Mullah Qari Mushtaq”.

How to fix this type of errors? We need to distinguish these two entity types so that we do not group mosque
name with person name (even when another city name is nearby in the surrounding).

Amnmm-rm«ymmunum.armmmummqvam.
Mohammed

Khwaja 'Abd Allah Ansarl shrine < Lashkar Gah Mosque * Mosque of the Cloak of the Prop
Mosque of the Hair of the Prophet + Pui-e Khishti Mosque * Shah-0Oo Shamshirs Mosque * Shnne of Hazrat Ali

Category - islam in Ajghanistan - Mosques by country

Figure 38: Example snippet of a page where #mosque and #city appear in navigation links.
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Mosque Name City Name #Tuples |
Abdul Rahman Mosque Kabul 3
Friday Mosque of Herat Herat 41
Green Mosque Balkh 4 |
Haji Piyada Balkh 1

1d Gah Mosque Kabul 5

Khost Mosque Khost 2

Khwaja 'Abd Allah Ansari Shrine Herat 2
Lashkar Gah Mosque Lashkar Gah | 1 B
Mosque of the Cloak of the Prophet Mohammed | Kandahar 0

Mosque of the Hair of the Prophet Mohammed Kandahar 0

Pul-e Khishti Mosque Kabul 3 —
Shah-Do Shamshira Mosque Kabul 5 |
Shrine of Hazrat Ali Mazar 6 |

Figure 39: Recall study of mosque tuple assembly.

A1l: Part of the mosque name is not right. There are many cases where mosque nae is extracted wrongly.
In some cases, mosque name extraction module spanned more tokens than desired. In other cases, it missed
to include some of the words into the mosque’s name. For example, in merged record number 44 (http://
www.clovekvtisni.cz/index2en.php?parent=&sid=&id=402&idGallery=21), “Author Ladislav Kudlacek Blue
Mosque” is identified as mosque name. However, the correct name should have been “Blue Mosque” in this case.

How to fix this type of errors? We need to improve our mosque name extraction by adding more features to
identify tokens that should act as boundary of mosque names, when going backward (or forward) in context from
key terms. Specifically, we can consider other information such as case-sensitivity and special symbol, beyond our
current implementation of using stop word lists, punctuations, and digits as name boundaries. In the example
mentioned above, we can use HTML br tag, to act as a potential entity boundary and extract “Blue Mosque™” as
mosque name correctly.

A2: Wrong association, but lower rank than correct association. In current system, we showed all the
potentially merged mosques in ranked order. As a result, the same mosque could be associated with different
cities. For example, in merged mosques number 55 and 40, Hanzala Mosque is associated with Shahr and Kabul
respectively. The correct association in this case is the one with lower rank.

How to fix this type of errors? One possible method to get correct results is to prune out same-mosque-name
records with lower rank. This method, however, is quite extreme and sensitive in the sense that it might delete
good associations. Another possible improvement is to group results with common mosque name together and
present all of them to system operator for close inspection.

3.5.2 Recall Analysis - Coverage of Tuples Discovered

In order to perform recall analysis, we decided to match our results with information from a trusted source to
see what percentage of data we can cover. However, Afghanistan mosque information has never been formally
assembled together before. The closest effort is from IslamicFinder, and it has only 10 records, out of them
only 7 contain mosque information. Therefore, we picked Wikipedia, a source with inforniation of 13 mosques, as
ground truth to compare against. Given a mosque name in these 13 mosques, we checked if there existed a correct
association in merged results. The results are summarized in Figure 39. The # Tuples column indicates how many
merged tuples cover the corresponding association of mosque name and city name.

As shown in Figure 39, the final recall is 11/13, about 84.62%. For the two cases where there’s no covering tuples,
it is due to the fact that our current implementation of mosque name extraction is not capable of recognizing these
mosque names. As discussed earlier in case E2 in precision analysis, we will extend our mosque name extraction
to include not only backward context, but also the forward context of the key terms.
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Figure 40: Hlustration of user assistance in correcting record merging.

3.6 User in the loop

It is important to note that, the problem of geo-nierging is inherently more difficult for the task of finding Mosques
in Afghanistan, when compared to the problem of finding Hospitals in Chicago. In case of Afghanistan, the geo-
coordinates of the extracted tuples are available at the granularity of the city names. In contrast, for Chicago
tasks, we had full street addresses available. And so, even if the names of the hospitals were totally different, we
could still merge the records based on their geo-coordinates. For example, using our algorithm, we cannot merge
the two mosque tuples with mosque names as “Masjid Sabz” and “Green Mosque,” since we only know they are
both in Balkh city; we do not know their specific location inside the Balkh city. In contrast, for Hospitals in
Chicago task, we could merge hospitals with names as “Cook County Iospital” and “John II. Stroger Nemorial
[Tospital,” since their full street addresses were exactly the same.

This motivates us to involve analysts who are using our operation console in the loop of discovering mosques
in Afghanistan, more than in the discovery of hospitals in Chicago. Besides showing the confident merges, as
determined by the threshold conditions for mosque geo-integration, we also prepare “potential” merges. Alongside
each merged result, we also list all the other raw records, that fall short of our threshold conditions; however,
still likely to be candidates for merging. Analysts can then inspect these potential merges and decide if these raw
records should be merged as well.

3.6.1 Operation Console

Similar to our prior systems, our target user of the system is an analyst who can browse and inspect through the
candidate results, and make final decisions of adding the new features to the gazetteers. Therefore, our design of
the Mosque in Afghanistan system, as shown in Figure 41, also uses similar layout in 3 vertical panels: a) The left
panel is for querying and browsing the discovered mosque features. b) The middle panel is for showing the mosque
results matching search conditions. ¢) The right panel is for browsing and examining each related link from the
results.

First, the query and browsing panel allows users to casily navigate through different mosque features discovered
by our system. The panel consists of 3 horizontal sections. At the top, it provides a query form for searching
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Figure 41: The operation console of GeoEngine for discovery of Mosque in Afghanistan.

mosque by mosque-name or by city. The middle section provides integration with a map, for users to visualize the
location of the matching mosques. The bottom section lets users save the browsed entries to the final gazetteer.

Second, the middle panel displays the mosque features that match a current query (as specified in the left
panel). There are three tabs, which displays agent results, text results, and combined results. However, as we
only focus our technique on text sources, only the Text tab has information about mosques that we integrate from
multiple sources together presented in a ranked order of score. Users can click on any result to sce more detailed
information in the right browsing panel. Furthermore, we provide users with two new functions in this interface:
{(a) Ability to see the potential merges and merge them into the displayed group, and (b) Remove incorrectly
merged entries, and to search for other raw records sharing similar context.

Third, the right panel for Web browsing lets analysts browse and inspect the context where the information
appears, in order to draw conclusion about accuracy of results. Users can click on the URL hyperlinks in cach
result (in the middle panel) to navigate to that URL in the “Preview” tab.

Overall, the three panels together provide an integrated operation console, much like what we also offered in
the Phase | prototype for finding population and in the Phase I option task of discovery of Hospitals in Chicago-for
analysts to browse through the discovered hospital features, make judgments on the accuracy of results, and import
qualified records into the gazetteer.

3.6.2 User assistance in correcting record merging.

We recognize that the problem of mosque discovery is more challenging than the GeoEngine applications we studied
earlier. Our precision here is 48%, while recall is 85%. Besides the areas of improvements that we identified, we
also believe the users of the system need to participate more actively-not only in making final decision, but also
in giving feedback to system for improving accuracy.
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Figure 42: Errors due to extraction from unrelated regions of the page.

For merging raw records, we compute similarity between them-based on similarity of mosque name, city name,
and the context of other city names mentioned in that page. Unlike the hospital task, where we had full address
and precise geocoordinates available, here, our merging algorithm has to rely only on the names of the cities.

To overcome the inherent difficulty in merging, we will provide more functions in our interface for users to
inspect and make changes in the merging results generated by the system.

1. Approve Potential Merges For each merged result, we return two sets of raw records-the first set of
confident merges, and the second set of less confident, i.e., potential merges. Figure 40 shows two sections for
the mosque result (“Blue Mosque”, *Mazar”). The raw records in potential merges section may have differences in
mosque name, or city name, or more likely, in the context of the list of cities in the page where that raw record
was extracted from. Users can click on the source link to inspect the page content in the “preview” tab. If the
raw record indeed matches the merged record, users can use check-boxes to select and move that raw record from
the potential merges section to the confident merges section.

2. Delete Confident Merges Quite possibly, our merging algorithm may make mistake in erroneously putting
some raw record in the confident merges section. We provide users a “delete” function to remove these raw records
from the group, before inserting this saving this merged record into gazetteer.

3. Raw Records Filtering In general, the number of raw records appearing in confident merges or in the
potential merges section could be large. For example, for the screenshot in Figure 40, there are 29 raw records
in confident merges section, and 6 raw records in potential merges section. To facilitate browsing through these
raw records, we provide client-side search. Users can type any keyword in the keyword box (c.g., “news”), and
the results will be filtered to raw records matching these keywords. In our current implementation, the keyword
search is supported on mosque name, city name, and the tokens in URL. This search can later be extended to also
provide filtering on type of content (e.g., images, videos, news, text, etc..) or metadata properties (e.g., title of
the page, meta-keywords, meta-description, etc.) and full page content.
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Figure 43: User feedback for detecting unrelated regious of the page.

3.6.3 User feedback for improving text extraction

Many of the errors we identified in our analysis require us to improve our text extraction modules. Some of these
errors are context dependent, and will require us to compile rules specific to the target application. We cnvision to
involve users of our system in learning these rules. In the current implementation, we “simulate” such a learning
component for two specific types of errors—extraction across unrelated regions of the page (E4), and ambiguity
between person vs. location names (E6).

1. Avoiding extraction aeross unrelated regions Our current text cxtraction considers the content of a page
as one single string, and applies recognition and assembling of mosque name and city names anywhere in that
string. As a result, often our results include mosque tuples that are associating entities from unrelated regions of
tlie Web page. Consider, for example, the results from our system shown in Figure 42 for mosque name “Ibrahim
Shah Baba Shrine.” The correct result here is ranked at position 3, obtained from the news story about this
mosque (top of the page, shown in the preview panel in Figure 42). The first result is erroneous due to error type
E1, and will be fixed by avoiding mosque name and city name to be overlapping. The second result is erroneous as
the extraction occurs across the unrelated region-from the anchor text of two hyperlinks pointing to independent
news storics. The anchor text of one of the hyperlink mentions city name “Kandahar,” while the other mentions
the mosque name “Ibrahim Shah Baba Shrine.”

To avoid these errors, our system needs to learn these templates, or patterns, e.g., list of hyperlinks with
structural similarity represent unrelated text. We “simulated” this learning, by having user provide feedback to
the system when they come across such erroneous extraction. As shown in Figure 43, user can select a mosque
tuple, and then click on the “Navigational Context” function to see all the mosque tuples extracted from the saine
“context” as the selected tuple. User can review the list, and then choose to delete all the tuples. System will then
set the scores of all these raw records to 0. In the current implementation, we look at source namie and mosque
name as context, which means, even the correct result (“lbrahim Shah Baba Shrine”, “Qaleh Chah") will be deleted.
In potential future development, we might refine the context to look for tokens and other HTML features in the
surrounding context of the selected tuple.

2. Resolving ambiguity between location and person name There may be a problem distinguishing
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Figure 44: User assistance in resolving ambiguity between location and person name.

person’s name a from location name, when the same name can be used as both the name of a person as well as of a
location. The general approach for addressing this problem is to learn contextual rules based on labeled examples
[61]. Whenever users come across a result where the extracted city name actually represents the name of a person,
they can provide the feedback to the system. Consider, for example, the mosque result (“Sect’'s mosque”, "Yusuf"),
as shown in Figure 44. While “Yusuf” is a city name in Afghanistan, from the page in the preview panel, we can
see that here it refers to the name of the person ("Mr. Yusuf”, or “Yusuf’s death”, “Yusuf was”). User can click
on the “location/person ambiguity” function, our system will recognize the contextual pattern, and return a list
of other occurrences matching that context. In the current implementation, we simply look for all the occurrences
of “Yusuf” as the city in that specific source. In potential future development, this function might return all the
city names we extracted in the matching context, e.g., “Mr. #city” or “#city was.” Users could inspect the list of
other results sharing the same context, and click on the delete button. This would provide feedback to the system
to add a new contextual rule to resolve the ambiguity between a location and a person name.

3.7 Text Extraction Technique Improvements

We implemented several enhancements in our text extraction module, based on our observation of its performance.
Earlier, we evaluated the performance of our mosque discovery system. The error cases of our system were
categorized into different reasons for errors, as previously summarized in Figure 37. Specifically. we added the
following enhancements:

3.7.1 Backward-context name extraction improvement

In our previous iniplementation of text extraction, we extracted names of the mosques by first identifying “key
terms” (e.g., mosque, masjid, shrine, etc.) in a text, and then moving backwards in text content until a “name
separator” (e.g., verbs, sentenuce boundaries, etc.) was found. The sequence of terms between the name separator
and the key terms would be considered as the name of the mosque.

We observed that our name extraction results were not quite accurate. So, we added enhancements of:
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Comparison

Previous implementation

Enhanced implementation |

4 saine results

blue mosque
imam ali mosque
blue mosque
shamshira mosque

blue mosque
imam ali mosque
blue mosque
shamshira mosque

afghanistan abdul rahman mosque
khwaja abd allah ansari shrine

abdul rahman mosque
abd allah ansari shrine

herat ? green mosque

piyada ? id gah mosque
prophet ? pul-e khishti mosque
? friday mosque

? khost mosque khost mosque

? lashkar gah mosque lashkar gah mosque
? mosque -

3 names pruned | prophet mohammed 7 mosque -—

? shrine

green mosque
id gah mosque
pul-e khishti mosque
friday mosque

8 names cleaned

mosque of herat

mosque of the cloak
mosque of the hair
shrine of hazrat ali
shrine of hazrat ali basic
shrine of hazrat ali
shrine of ali

shrine of kurush

shrine of hazrat ali

9 new results

Figure 45: Comparison of mosque names extracted by the previous implementation and the enhanced implemen-
tation from an example Web page.

1. Name cleaning: We cleaned the name of the mosque to remove special characters.

2. Pseudo-adjective name separators: We added new rules for determining if a text token is a name separator.
Previously, we had a long list of “stop-words.” This list is difficult to maintain or compile. As an enhancenient,
we observed that many of our incorrect name extractions were the result of an adjective included in the
name of the mosque. So, we added new rules that would consider tokens ending in “-ed” or “-ing” as name
separators.

1 Forward-context name extraction

Our previous implementation of name extraction, as described above, used to go backwards in context from the
tokens matching key terms. As our analysis of different categories of errors showed, our previous implementation
missed in extracting mosque names that required forward context, e.g., “Shrine of Khwaja Moin-u-din.” We usec
the same rules for determining whether a token is a name separator, and adopted our backward-context name
extraction to also trace in a forward direction with regard to text segment.

2 Tuple association improvement

In our previous implementation, we were returning all pairs of the mosque names and the city names that were
extracted from a Web page as candidate results. These pairs were scored based on the proximity of the two entities
in the text segment. While this scoring scheme worked well, we found that, upon aggregation across sources, some
of the less likely associations were ranked higher overall. As we see from the difference between Figures 37 and
45, one of the key areas of improvement was related to pruning out meaningless associations.

We modified our tuple association algorithm as follows:

1. Disallow overlapping city name and mosque name: We found that sometimes one of the tokens in the sequence
of tokens comprising a mosque name may also represent the name of a city in Afghanistan. For example,
consider the mosque name “Baba Khan Shrine”: the token “baba” also represents a city in Afghanistan.
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" Site Backward Forward

| Labeled [ Extracted | Correct | Precision | Recall | Labeled | Extracted | Correct | i’i‘écisi(-)r[ TRecall |
Wi 8 8 8 1 1 3 3 1 0.33 0.33
W2 1 1 1 1 1 0 0 NA NA
w3 2 2 2 1 1 0 0 NA NA |
W4 1 1 1 1 1 0 1 0 T NA |
W5 1 1 1 1 1 1 1 1 1 1

T1 0 1 0 0 NA 0 1 0 NA
2 0 2 0 0 NA 0 0 NA NA
T3 1 1 1 1 1 0 0 NA NA
T4 0 0 0 NA NA 0 0 NA NA
T5 1 1 1 1 1 0 0 NA NA
T6 3 2 2 1.00 0.67 0 0 | NA NA
T7 0 0 0 NA NA 0 0 NA NA
T8 0 0 0 NA NA 1 0 0 0
T9 1 3 1 0.33 1 0 0 NA NA
T10 1 1 1 1 1 0 0 NA NA

[AL]T 20 | 24 | 19 | 07 Jo095 | 5 | 6 | 2 | 033 [ 04 |

Figure 46: Evaluation of the accuracy of the enhanced implementation of the mosque name extraction.

Context | Popularity | Precision | Recall
Backward 80% 80% 95%
Forward 20% 33% 40%

Overall 100% 70% 84%

Figure 47: Summary of the accuracy of the mosque name extraction.

Our previous implementation included this pair as one of the candidate tuples, since it was siniply returning
all pairs with proximity scores. So we next added a new rule to our tuple association function which would
prune out such associations.

2. Tightest binding of the city name and mosque name: We also found that there may be multiple cities
mentioned in the proximity of a mosque name. Our previous implementation involved associating all pairs
of mosque tuples. We added an enhancement that would prune out the associations that did not represent
the tightest binding. With this new rule, all the output tuples represented the tightest binding associations,
i.e., the text content found between the occurrence of the mosque name and the city name did not include
any other niosque name or city name.

3.7.2 Text Extraction Performance Evaluation

We first compared the performance of our previous implementation with the new implementation on niany Web
pages and saw significant improvement. For illustration, consider the Web page on Wikipedia at this URL:
http://en.wikipedia.org/wiki/Shrine_of _Hazrat_Ali. We compared the list of mosque names extracted
from our previous implementation and the new system after the above enhancements were added, as shown in
Figure 45. As the figure shows, the first 4 mosques names were the same in the two implementations. We found
that there were & mosque names for which our new implementation extracted a cleaner name. Next, we found
that there were 3 mosque names in the output of the old system that did not represent any mosque-all of these
3 mosque names were pruned out in the new implementation. Finally, we found that the new implementation
returned a number of mosque names that the okl system did not produce, e.g., “mosque of herat,” “shrine of hazrat
ali,” etc. These mosque names were extracted using the latest enhancement of extracting the mosque names in
the forward context. On this example page, a total of 9 mosque names were extracted by the new implementation
using forward context enhancement.
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Good results 65%
Name Extraction Improvement Needed | 15%
(#10, #12, #15)
Web Page Segmentation Needed 20%
(454, #5, 47, #14)

Figure 48: Iivaluation of the performance of the end-to-end system.

Next, we systematically evaluated the performance of our mosque name extraction technique, using the metrics
of precision and recall, on a sample of 15 Web pages. We recorded our evaluation results in Figure 46. We prepared
the sample of the 15 pages as a mixture of 5 Web pages from Wikipedia (marked as W1 - W5 in the figure), and
the other 10 from other text sources (marked as T1 - T10). We manually inspected each of the Web pages to
identify all the mosque names mentioned in these sample pages. We separately recorded the performance of our
mosque nanie extraction in the backward vs. forward context. For example, for the Web page W1, we found 8
mosque names in the backward context and 3 in the forward context. For the same Web page, our mosque name
extraction returned 8 results in the backward context, and 3 results in the forward context. We then inspected
these results to determine how many were correct; we found that for the backward context, all 8 results were
correct, while for the forward context, only 1 out of 3 results was correct. Thus, for the Web page W1, precision
and recall for the backward context were both 100%, while in the forward context, they were both 33%.

We summarized these performance results in Figure 47. After manually inspecting all 15 Web pages, we found
a total of 25 mosque names, of which 20 were found in the backward context, while 5 were found in the forward
context. Thus, the backward context seemed to be more popular when naming mosques. QOur text extraction
technique seemed to perform better for the backward context than for the forward context. For the backward
context, we found that precision scored 80% and recall scored 95%, while for the forward context, precision was
only 33% and recall 40%. The overall combined performance, including mosque names in either of the contexts,
was 70% on precision and 84% on recall.

3.7.3 End-to-end System Performance Evaluation

We incorporated our new implementation into an end-to-end mosque discovery system, publicly available at
http://geoengine.cazoodle.com/afmosque/. A quick inspection of the results shows that the quality of results
were significantly improved over the previous implementation, which can be accessed at the following URL: http:
//geoengine. cazoodle.com/afmosquevl. The accuracy of the previous implementation was only 45%, as we
found that several of even the top-ranked results were incorrect, e.g., the top result of the previous implementation
was for the city name “Baba” which overlapped with the sequence of tokens comprising the mosque name “lbrahim
Shah Baba Shrine.”

For a systematic evaluation of the performance of the end-to-end system, we inspected the top 20 mosque results
of our new implementation. As summarized in Figure 48, we found that the accuracy of the new implementation
is now 65%, which is much higher than the 45% accuracy of the previous implementation.

We again categorized these erroneous results into different categories of reasons. We found that 15% of the
errors resulted from incorrect mosque names, indicating that our mosque name extraction still needs improvement.
The remainder of the 20% results were incorrect due to erroneous tuple association. More specifically, for these
results, our algorithm is associating the city name and the mosque name from unrelated sections of the Web
page, indicating the need for segmenting the Web page into coherent units prior to dispatching the pages to text
extraction modules.

3.7.4 Enhancing Text Extraction with the NLP Techniques

As our second task, we studied how we can incorporate Natural Language Parsing (NLP) techniques to enhance
the accuracy of our text extraction techniques. As we had previously concluded, this would be one of the key
areas of enhancements in our handling of text sources.

To begin with, we surveyed existing literature for part of speech (POS) tagging, and decided to use Stanford’s
POS tagger for our work [95]. The goal of POS tagging is to determine the correct part of speech for each word in
the text. As illustrated in Figure 49, Stanford’s POS tagger [95] uses a cyclic dependency network. In contrast to
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Figure 49: Cyclic Dependency Network as used in Stanford’s POS tagger (image obtained from [95]).
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Figure 50: Transformation-based learning used for NP Chunking (image obtained from [84]).

some of the traditional approaches that use unidirectional inferencing [49, 59, 85] for sequence tagging, the cyclic
dependency network captures dependencies in both directions. Such joint inferencing has been shown to yield
superior performance.

We used these POS tags, in turn, as input for text chunking, which will identify all the noun phrases (NI’)
in a given text. Introduced in 1991 [41], text chunking, and specifically NP chunking, has also been an active
area of resezrch within the NLP community [48, 59, 75, 98]. We used the text chunking technique [84], inspired
by transformation-based learning, which was originally used for POS tagging [51]. As shown in Figure 50, the
transformation-based learning iteratively learns new rules as it operates on the corpus. The template rules used
in [84] are sliown in Figure 51.

We applied these two NLP techniques on several example pages and observed mixed results. As summarized
in Figure 52, on some pages we saw good performance (marked G1, G2, G3). Conversely. in some other cases we
found that the results of NP chunking cannot be relied upon directly-that there is a need for a hybrid approach
(marked as H1, H2 in Figure 52).

e GI1: In the result G1 in Figure 52, our original entity extractor returned “exchanged mosque” as one of the
mosqu: names. As the chunking result shows, the two words, “exchanged” and “mosque,” were separated
into diferent chunks. Using this information, our entity extraction can be enhanced to prune out the mosque
names that span words belonging to different chunks.

e G2: Likewise, consider the result of G2 in Figure 52. For this Web page, our entity extraction generated
“fahd mosque” as a mosque name. The NP chunking result, however, considers “fahd mosque” as part of a
noun phrase “wahhabi king fahd mosque.” Our algorithm can use this noun phrase to generate the correct
Mos(u2 naine.

e G3: For the case of G3, our entity extraction produced two erroneous results: “topics red mosque” and
“captured red mosque.” As the result of the chunking shows, “topics” and “red mosque” are separated into



Word Patterns | Tag Patterns
Pattera Meaning Pattern Meaning
Wo current word Te current tag
Wo word | to left T-1.To | current tag and tag to left
W, word 1 to right To, Th current tag and tag to right
W.;, Wy | current word and word to left | Tz, T-; | two tags to left
Wo. W, current word and word to right | T, T, two tags to right

Wo,. W, word to left and word to right
W.oz, Wop | two words to left
Wi, W, two words to right
W_j.c2,-3 | word 1 or 20r 3 to left
| Wiaa word | or 2 or 3 to right | |

“igure 51: Template of rules used in NP Chunking algorithm (image obtained from [31]).

differeat NP chunks. And for the second erroneous result, NP chunking places it as part of a larger noun
phrase “the captured red mosque and militants,” indicating that this is not the name of a mosque.

H1: The case Hl shows an example page for which the results of NP chunking were not sufficient to fix
the errors. Our entity extraction produced two erroneous mosque names on this page-“worshippers offered
friday prayers mosque” and “bombed-out mosque” The first error could be fixed using NP chunking: it split
out the words “worshippers” and “offered” from the noun phrase, “friday prayers mosque.” However, for the
second erroneous result “the bombed-out mosque” is indeed a noun phrase. Pruning out this later result
would require other hybrid techniques besides noun phrase chunking.

112: The case of H2 also shows an example page for which noun phrase chunking results were not sufficient to
correct the errors in our entity extraction. In particular, for this page, noun phrase chunking produced two
candidates: “beautiful mosques” and “the blue mosque.” The first phrase is not the name of the mosque, while
the second phrase is a mosque name. We will need hybrid techniques here besides noun phrase chunking.
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Figure 52: Results of NP chunking on the example Web pages.

4 Discovery of Features from Geo-tagged Images

We are motivated to study how to benefit from the increasing prevalence of geo-tagged media on the open Web, for
our problem of generating geospatial databases. We are observing that media content on the Web is increasingly
becoming geo-tagged, i.e., a geo-coordinate is being tagged with a piece of media content. Such geo-tagged media
can be founc in a variety of formats, e.g., images on picture-sharing Web sites like Flickr and Picasa, videos on
YouTube, ricy editorial content on Wikipedia, and live status updates on real-time messaging services like Twitter.



4.1 Discovery of Mosque Features from Flickr

In the first portion of this task, we focused on studying how to use geo-tagged images in our problem of generating
mosque features. We used images publicly available on Flickr, a popular photo sharing service. This service pro-
vides access to its content via its Application Programming Interface (API), with well maintained documentation
available on its website at http://www.flickr.com/services/api.

Using the Flickr AP1, we obtained a total of 4246 “mosque-related” geo-tagged images all around the world, as
visualized in Figure 53. We used the “flickr.photos.search” API. To restrict results to only those images that were
geo-tagged, we used the search parameter “has_geo” and set its value to 1. Since our goal is to discover mosque
features, we specified a list of mosque-related keywords, i.e., {mosque, masjid, shrine}, in the “tags” criteria. We
note that due to the preliminary nature of our investigation, the list of search terms is quite simplistic. 1n full
deployment, a more extensive list of keywords, as well as searching within full text rather than just within the
tags field, would be necessary.

We used the geo-coordinates of these mosque-related images to filter down to those relevant to our target
geography of Afghanistan. We used a bounding box of latitude between 29 and 39, and longitude between 60 and
74, as a rough approximation of the boundary of Afghanistan. This filtering resulted in 45 images, as displayed in
Figure 54. For each image, our database contained latitude and longitude as obtained from geo-tags, the URL of
the image, and the title and description of the image.

In this image dataset, we observed a consistent pattern in the title of the images. We observed that the title
of these images often followed a common pattern, i.e., “#mosque-name (#city, #country)” The images following
such a pattern in the title were uploaded by different users, so this pattern seemed to be a naturally common way
for people to title their images. For example, “Blue Mosque (Mazari Sharif, Afghanistan)” follows that common
pattern. By matching the title of the image against this pattern, we can accurately extract the name of the
mosque, as well as its location.

We used this insight in conjunction with our existing mosque name extraction module to extract the name
of the mosques from these images. We first match the title of the images against the pattern of “#mosque-name
(#city, #country)” by looking for the opening bracket “(,” the closing bracket *),” and the comma. If the title
matches this pattern, we use the corresponding terms to obtain the mosque name, and its city and country. For
the images for which the title does not match this pattern, we apply our existing text extraction module to extract
the name of the mosque from the title, as well as the description of the image.

As a result, we were able to obtain the mosque names for 31 out of the 45 images in our dataset. As shown
in Figure 55, we added 3 additional columns to our database table-for storing the extracted mosque name, city
name, and country nante. We found that the title of 20 images successfully matched the pattern of “#mosque-name
(#city, #country),” so for these 20 images, our extraction could find all three attributes-mosque name, city and
country. For another Il images, our text extraction module could find the name of the mosque from the text
content of the image, i.e., the title and the description of the images. For these 11 images, we could not find the
name of the city or country. For the remainder of the 14 images (out of a total of 45 images) we could not find
any of the 3 attributes.

The results of our preliminary study look quite promising. In particular, we observed the following two key
possibilities:

Figure 53: Map overlay of the geo-tagged images related to mosques, obtained from Flickr.
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Figure 54: Dataset of the mosque-related geo-tagged images obtained from Flickr that are relevant to the geography

of Afghanistan.

1. Inferencing via coordinate matching: We found that for many of the images, we could not extract the name
of the mosque. However, these images were geo-tagged. Therefore, it is likely that multiple images, whose
geo-coordinates are in close proximity, represent the same geo-spatial feature. Thus, while an image may
not specify the name of the feature, we can group that image together with other images, based on matching

can infer the mosque name of that image based on the mosque name extracted

from those other images. In other words, it is sufficient for us to be able to extract the name of the feature,

their geo-coordinates. We

i.e., mosque name, from at least a few of the images in a group.

2. Visualization over time axis: We noticed that the meta-data of these images also include the date when the
Using multiple images of a specific geospatial feature over a number of
years, we can visualize its evolution. Many of the geospatial features that are of interest to us represent

picture was taken (or uploaded).

buildings and other structures, and it will be useful to track their lineage over tine.

4.2 Creation of the Media Aggregation Engine

We have found that Flickr is an excellent source for obtaining Geo-tagged pictures. We have also discovered several
more sites that allow API access to search for Geo-tagged media. Some of these sites include Picasa and YouTube.
In order to facilitate our extraction, we have built a Media Aggregate Engine, a modular tool that allows us to pull

and organize media from several sites. Currently it aggregates from Flickr (25|, Picasa [17] and YouTube [8].

4.2.1 Discovery

We used the following search parameters within the APl of our chosen sites:

o Universal:

1. Tags: mosque, masjed, masjid, islamic center,

o Flickr:
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Figure 55: Mosque-related geo-tagged image dataset, after extraction of the entities-#mosque-name, #city, and
#country.

1. Bounding Box (long, lat): (61.018066, 29.897806), (38.358888, 71.279297)
2. Accuracy: 12 (Between city and street level)

3. Has Geo: 1 (Return only pictures with associated geospatial information)
o Picasa:

1. Bounding Box (long, lat): (61.018066, 29.897806), (38.358888, 71.279297)
o YouTube:

1. Center Point (lat, long): (33.852170, 66.005859)

2. Radius (miles): 200

Using these parameters, we discovered a total of 204 media items inside the rough bounding-box of Afghanistan.
We postulated that some portion of these pieces of media might be tagged incorrectly or out of context e.g., a
picture of a drawing of a mosque instead of an actual mosque, and strove to isolate the correctly-tagged media
items. A sample of context-correct and context-incorrect images can be seen in Figure 56.

4.2.2 Grouping

After reading several papers ([62, 87, 94]) we further postulated that it might be possible to eliminate mis-tagged
media through geographic grouping, since it would be less likely for multiple pictures to be mis-tagged or tagged
out of context. We used the following algorithm for our grouping:

e Choose a distance, A.

e Create a new group and place the first piece of media inside.
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Context Correct
http://www.flickr.com/photos/78303790QN00/7454594
http://www.flickr.com/photos/90775848Q@N00/325093317
http://www flickr.com/photos/7571511@N03 /439873680
http://www.youtube.com/watch?v=4youfUPsecs
http://www flickr.com/photos/22582876@N00/2043178240
Context Incorrect
http://www.flickr.com/photos/94482130@N00/863309218
http://www flickr.com/photos/9692004@QN07 /729185829
http://www.youtube.com/watch?v=FyQuZ9QmJ_E
http://www.flickr.com/photos/78303790@N00/2538010998
http://www.youtube.com/watch?v=jmarVCZKPKo N

Figure 56: Sample of context-correct and context-incorrect media items obtained from the Media Aggregate Engine.

e For the next piece of media, examine each existing group.

— For each piece of existing media in the group, examine the distance between it and the currently lield
media.

— If the distance is less that A for more than half of the group, place the currently held piece of media
inside.

— If not, examine the next group.
e If no groups are within A of the currently held piece of media, create a new group and place it inside.

e Repeat for all remaining ungrouped media.

Using this method and a A of .1 miles, we discovered that the picces of media were divided into 24 groups,
with 99 media items remaining ungrouped. We assigned an analyst to check the context of each of the media
groups and 20 of the remaining ungrouped items. We found that 100% of the grouped media items remained
context-relevant while only 75% of the ungrouped media items were context-relevant.

Based on this data, we discovered that it is true that grouped photos provide a better rate of accuracy. llowever,
the ungrouped photos also contain a fairly high rate of accuracy (75%) and, even with the assumed incorrect quarter
thrown out, generate more results than the the points given by photo groups (24 points in groups vs. 75% of 99, or
approximately 74). It is, however, much more difficult to programmatically check the accuracy of each individual
photo in the ungrouped section, making this much less useful for high-volume processing.

We also postulated that media groups containing contributions from only one user might act similarly to
ungrouped media since their context is not corroborated by a second party. After analyzing several of the single-
user media groups, though, we discovered that even these retain 100% context-correctness.

4.2.3 Grouping Radius

During our analysis of the affect of grouping media, we discovered that different grouping As created different
distributions of groups and often differing numbers of groups overall. An example of this can be scen in figure 57.

We chose to move to a more media-rich area, Colorado, to continue our rescarch on grouping radius. We used
the following search parameters within our Media Aggregate Engine.

o Universal:
1. Tags: mountain, peak, summit, ridge

o Flickr:
1. Bounding Box (long, lat): (-109.0448, 37.004746), (-102.062988, 40.996484)
2. Accuracy: 11 (Street level)
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.1 Mile Radius .3 Mile Radius
o 2Rems 2Rems
a3 Rems #3Rems
Shems 4Rems
a8 Rems ®5Rems
=7 Rems 7Rems
a8 Rems ®22nems
12kems 23 Rems
24 %ems ©33Rems
32 Rems 62 Rems

Figure 57: A distribution of mosque-related media group sizes across two grouping-radius As.

1 Mile | 2 Miles | 5 Miles
94 97 74

Figure 58: A distribution of mountain-related media group sizes across three grouping-radius As.

3. Has Geo: 1 (Return only pictures with associated geospatial information)
e Picasa:

1. Bounding Box (long, lat): (-109.0448, 37.004746), (-102.062988, 40.996484)
o YouTube:

1. Center Point (lat, long): (38.925229, -105.710449)
2. Radius (miles): 150

Using these parameters and an upper-hound limit of the first 20 pages each from Flicker and YouTube, we
discovered 5,476 media items. We further limited our observations to groups containing at least 10 media items.
1884 pieces of media fell into these groups. We chose to examine grouping-radius As of 1, 2 and 5 miles. Figure
58 briefly illustrates our findings.

We postulated that too large of a grouping radius will lead to many disparate groups being lumped together.
Too small of a grouping radius, however, will lead to many repeat groups of the same feature in context. We also
discovered that this is a very difficult task to quantify since it requires human analysis of large portions of data.

We chose to examine, in detail, the 1 mile radius groupings for our media gathered in Colorado. Figure 59
summarizes our findings from one such group. We discovered that many of the media items, even from disparate
users, share similar tags. We also discovered that, and specifically in the group seen in figure 59, the groups
contained only one distinct feature. This means that the grouping radius A of 1 mile for mountains is at least
small enough to individualize the groups to disparate context items.

4.3 Grouping Benefits
We discovered two main benefits associated with grouping our media.
e Filtering of accuracy based on context of search
— Works even if groups contain media items from only a single user.
¢ Media inferencing

— The ability to apply shared traits to all media items in a group based on geo-location.
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Media Item Location

 Relevant Tags

“http://www.flickr.com/photos/66063424@N00/4507303481

Longs Peak niountain

http://www.flickr.com/photos/7604710QN07 /4270757322

Longs Peak mountain

http://www.flickr.com/photos/54565232QN00 /3946896094

Chasm lake and Diamountain

http://www flickr.com/photos/54565232QN00 /3946896838

Mountain

http://www.flickr.com/photos/54565232@N00 /3946894132

Glass lake, Chasm, longs peak |

http://www.flickr.com/photos/54565232@N00/3946894738

Diamountain and chasm lake

http://www.flickr.com/photos/54565232@N00/3946088169

Lambs slide

http://www flickr.com/photos/ 79808541 @N00/2669800037

http://www.flickr.com/photos /20693808 @N05 /2316526933

Chasm lake |

Longs Peak mountain

http://www.flickr.com/photos/20693808@N05 /2316526725

Longs Peak mountain

http://www.flickr.com/photos/20693808Q@N05/2317334652

Longs Peak mountain

http://www .flickr.com/photos/20693808@N05/2316526245

Longs Peak mountain

http://www.flickr.com/photos /762098 14@N00 /612208266

Longs Peak mountain

http://picasaweb.google.com /oxelson/MeekerLongs Jul2008 #5229662569908698802

Longs Peak mountain

http://www.youtube.com/watch?v=2uSc_QJS5zw

Longs Peak mountain

http://www.youtube.com/watch?v=BkvaDTIA2uU

Longs Peak mountain

http://www.youtube.com/watch?v=pYYDILBqgDg

Longs Peak mountain

http://www.youtube.com/watch?v=QmPjov1pskM

Longs Peak mountain

http://www.youtube.com/watch?v=MvtxXki4w28

Longs Peak mountain

http://www.youtube.com/watch?v=60S_gr19stg

Longs Peak mountain

Figure 59: A sample group from the 1 mile radius grouped media.
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Figure 60: A distribution of tags within a single mosque-related media-group.

4.1: Filtering As we discovered in section 4.2.1, grouping provides 100% context-correct accuracy for our search
term. This makes it easy to define certain locations provided by groups by the information gathered from within

the group.

4.2: Inferencing We discovered that the type and frequency of tags within a single group can provide valuable
information that we can use to apply traits across an entire group. Figure 60 shows a frequency distribution of tags
across one particular mosque-related group. We see that general tags, e.g., “mosque” and “afghanistan” appear
very often, while more specific tags see a greatly reduced frequency. In figure 61, we have highlighted the primary

tags of each media item in this group.

In analyzing and cross-checking tags through the URLs, we discovered that these media items are of a Mosque
known as the Shrine of Hazrat Ali, also known as the Blue Mosque. It exists in the city Mazar-e Sharif. All
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Media Item Location

Primary Tags

http://www.{lickr.com/photos/28421453@N07/4044299773

Hazrat Ali, Mazar-i Sharif, Timurid

http://www flickr.com/photos/28421453@N07 /3931587585

Marzar-e, Sharif, hazrat, ali |

http://www.flickr.com/photos/28421453@QN07 /3814131825

Hazrat, Al, Mazar-e, Sharif, Shrine il

http://www.flickr.com/photos/35604701QN07 /3296151742

HAZRAT, ALL MAZAR, SHARIF, BLUE, SHRINE

http://www.flickr.com/photos/35604701@N07 /3295309181

HAZRAT, ALL, MAZAR, SHARIF, BLUE, SIIRINE

http://www flickr.com/photos/35604701QNO07 /3295291609

HAZRAT, ALL MAZAR, SHARIF, BLUE, SHRINE

http://www.flickr.com/photos/35597531@QN02 /3295046993

Mazar-e-sharif, mazarisharif, hazara

http://www.flickr.com/photos /3559753 1@N02/3295045179 Mazar-e-sharif, mazarisharif, red

Figure 61: A sample group from mosque-related media with primary tags highlighted.

of this information can be found within the tags of the media. Some of the photos, #4 titled “Wrestling for
Relics” and #5 titled “Afghan New Year” do not contain images of the Blue Mosque itself, rather it’s grounds.
By geo-coordinate association, though, and through their tags, we can add these sorts of descriptive attributes
to photos in the group that do not already contain them. That is, by geo-coordinate association, if one piece of
media contains information (such as an address or an alternate name) it is reasonable to assume that every photo
should also contain this attribute.

5 Mountain Attribute Discovery

We discovered several existing sources for mountain feature information already on the internet. Anong them were
the National Geospatial-Intelligence Agency (hereafter NGA) [47], PEAKLIST [65], Wikipedia [66] and GeoNames
[71], which uses the NGA database as its primary source. Of these, we found the NGA to be the most complete
database, housing 14,028 unique mountain points within our area of interest, Afghanistan. The first attributes
that we chose to add to this dataset were the relevant level 1 and level 2 Administrative Areas (hereafter ADMIs},
boundaries that are roughly analogous to States and Counties in the United States.

5.1 Administrative boundaries

5.1.1 ADM Boundary Dataset

After some initial research, we settled on the ADM information given by GADM {44]. L'rom their website, we
obtained a set of Google Earth KMZ files of the level 1 and level 2 ADM areas. From these we extracted individual

Figure 62: A close up of the province of Kandahar and surrounding area, each yellow push-pin represents a
mountain feature.
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[ Area Recall Precision (100 points) | Running Time
ADM 1 | 99.56% (13967) | 100% 70 min 12 sec
ADM 2 | 98.26% (13789) | 100% 136 min 41 scc

Figure 63: A summary of our findings for the original Winding Algorithm.

Area Original Running Time | Optimized Running Time
ADM 1 | 70 min 12 sec 4 min 28 sec
ADM 2 | 136 min 41 sec 1 min 39 sec

Figure 64: A comparison of the original and optimized winding algorithms.

KML files which contain a description of the polygon bounding each ADM as a set of ordered points.

We were able to pull the sets of points into a MySQL database for further ease-of-processing. We repeated
these steps to obtain the bounding polygons of all ADM level 1 and level 2 arcas within Afghanistan. Finally, we
plotted the location of each mountain peak on top of the ADM map, as seen in Figure 62. As this figure shows,
mountains exist within many provinces in Afghanistan.

5.2 Boundary Matching
5.2.1 First Placement Method: Winding Algorithm

1: Original Winding Algorithm

For our first analysis, we chose to use a point-in-polygon algorithm commonly known as the Winding Algorithm.
This algorithm calculates the number of times an infinite ray passes from the point to be tested across a set of
directed vectors given by the points that make up the polygon’s boundary. Counting around the polygon clockwise,
vectors that cross the ray from below to above assign a winding number of +1 while vectors that cross the ray
from above to below assign a winding number of —1. The total winding number is found by taking the sum of all
the vector’s winding numbers. A non-zero winding number means that the point is within the polygon.®

A table of our results can be seen in Figure 63. We assigned an analyst to examine our points and found a
very high rate of accuracy; 100% for the 100 points that were checked against our plotted Google Farth KMZ file
of both ADM level 1 and level 2. We found, though, that the algorithm as-is takes an interminably long time to
run and wondered if there might be a method for optimization.

2: Optimized Winding Algorithm
We discovered that we can take the following steps to optimize our winding algorithm:

e For each polygon, store a bounding box given by the bottom-left and top-right most corners.
e [or a given point, first check against the bounding box.

— If the point falls within the box, it might be roughly within the given boundary, so run the winding
algorithm on it.

— Otherwise, skip this boundary

We found that this produced exactly the same level of recall and accuracy as our original algorithm while
dramatically decreasing its running time. Figure 64 shows a comparison between the two winding niethods.

5.2.2 Second Placement Method: Bounding Algorithm

1: First Pass Bounding Algorithm

We wondered if there might be another method to determine if a mountain point exists inside of a particular
ADM polygon and developed our own Bounding Algorithm to test this hypothesis. Our algorithm operates as
follows:

3See this site [90] for a more complete overview of point-in-polygon algorithms and the Winding Number.
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Area Recall Precision
ADM 1 | 93.75% (13152) | 100%
ADM 2 | 86.22% (12096) | 100%

IYigure 65: A summary of our findings from the Bounding Algorithm.

¢ Get latitude, ¢, and longitude, A, for a given mountain in decimal format.
e Choose a deviation, A, as a range for discovering boundaries.
e Determine all boundaries North of the mountain point.

— Query the SQL table for all boundaries where:

’\(boundary) > ’\(mountain) and ¢(boundary) =A< ¢(mountain) < d’(boundary) S TAN
That is, where the longitude of the boundary point is greater than the mountain point’s longitude and

the latitude of the boundary point is within the deviation of the latitude of the mountain point.

— Store all boundaries in an array.
e Determine all returned boundaries South of the mountain point.

— Query the SQL table for all boundaries where:

’\(boundary) < ’\(mountain) and ¢(boundary) —A< ¢(mountain) < ¢(boundary) +A
That is, where the longitude of the boundary point is less than the mountain point’s longitude and the
latitude of the boundary point is within the deviation of the latitude of the mountain point.

— Store all returned boundaries in an array.
e Determine all boundaries East of the mountain point.

— Query the SQL table for all boundaries where:

¢(bnundary) Z ¢(mnuntnin) and /\(boundary) -A< /\(mountain) < /\(boundary) +A4
That is, where the latitude of the boundary point is greater than the mountain point’s latitude and the
longitude of the boundary point is within the deviation of the longitude of the mountain point.

— Store all returned boundaries in an array.
¢ Determine all boundaries West of the mountain point.

- Query the SQL table for all boundaries where:

¢(boundary) < ¢(mountam) and /\(baundary) -A< ’\(mountain) < /\(boundary) +A4A
That is, where the latitude of the boundary point is less than the mountain point’s latitude and the

longitude of the boundary point is within the deviation of the longitude of the mountain point.

— Store all returned boundaries in an array.
e Find {North} 0 {South} N {East} N {West}
e If only one name exists in the intersection, it must be the correct ADM of the mountain point.

¢ Repeat for all A € {1,.1,.01,.001}

We discovered that large values of A almost always provide at least one match for our ADM boundary, but

often provide many more than that. Figure 66 shows the number of ADM boundary matches as our A decreases
for ADM level 1 and Figure 67 shows the same relationship for ADM level 2.

The results for our bounding algorithm are summarized in Figure 65. We assigned an analyst to determine

the accuracy of our algorithm and found it to be 100% after checking 100 points against our plotted Google Earth
KKMZ file of both ADM level 1 and level 2. We found that our recall was slightly lower than that of the winding
algorithm for ADM 1 and significantly lower than that of the winding algorithm for ADM 2.
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[ADM 1[5 [4 3 2 1 0
] 12 | 135 | 1838 | 7558 | 4485 | 0
A1 0 |0 25 2027 | 11951 | 25
A0l [0 |0 1 143 | 7370 | 6514
A001 [0 |0 0 2 15 13981

Figure 66: A comparison of the number of ADM 1 boundary matches against reducing our A precision.

ADM2 |5 |4 3 2 1 0

Al 22 | 322 | 2422 | 6520 | 4709 | 33
A 0 |2 180 | 3941 | 9789 | 116
A .01 0 |0 1 153 | 6785 | 7089
A.001 |0 |O 0 1 20 14007

Figure 67: A comparison of the number of ADM 2 boundary matches against reducing our A precision.

2: Second Pass Bounding Algorithm

We modified our original bounding algorithm slightly in order to catch the mountain points that the first pass
missed. Our probabilistic mapping algorithm is very similar to the bounding algorithm except that instead of
iterating over a reducing A to find a boundary that provides a single match, we aggregate all possible boundaries
in the North, South, East and West arrays. We then take {North} U {South} U {Fast} U {West} and assign the
most popular boundary as the mountain point’s ADM. As the “Trust” score of our decisions, we used the ratio of
the frequency of the most popular ADM feature in the combined array to that of the second most popular ADM
feature.

The results for our probabilistic mapping algorithm are summarized in Figure 68. We assigned an analyst
to examine several of the ADM boundaries for both level 1 and 2 and found that we had achieved roughly 55%
precision with the remainder of our points.

5.2.3 Winding Algorithm and Bounding Algorithm comparison

We chose to directly compare the Winding Algorithm with the first pass results from our Bounding Algorithm. A
comparison of running times can be seen in Figure 69. A comparison of plotting differences can be seen in Figure
70.

We see a very high correlation between the two algorithm approaches:

e 99.76% and 99.62% match for first pass Bounding vs Winding on ADM 1 and 2, respectively.
e 97.67% and 95.95% match for the second pass Bounding vs Winding on ADM 1 and 2, respectively.

Figure 71 shows a map of the 33 plotted points that differ between the Bounding Algorithm and the Winding
Algorithm. We also see that the running times of the Optimized Winding Algorithm and the Bounding Algorithin
are similar, though the Winding Algorithm is clearly faster. It may be possible to optimze the Bounding Algorithm
in order to reach much closer speeds.

5.3 Mountain Elevation
5.3.1 GeoNames Elevation Discovery

We discovered that GeoNames has a webservice [70] that allows us to send a set of coordinates in decimal degrees
and returns an elevation in meters. We stored these return values in a MySQL database for further analysis.
We determined that this method had a recall of 96.84%, with a dummy value of —32768 being returned when
GeoNames had no data. Figure 73 shows a binning analysis of its accuracy.
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Area Recall T Precision
ADM 1 | 100% (876) | 50.74% (270 points)
ADM 2 | 100% (1932) | 60.60% (264 points)

Figure 68: A summary of our findings from the Probabilistic Mapping Algorithm.

Area Bounding Winding Optimized Winding |
ADM 1 | 10 min 15 sec | 70 min 12 sec 4 min 28 sec
ADM 2 | 21 min 30 sec | 136 min 41 sec | 1 min 39 sec

Figure 69: A comparison of the running times of the Bounding Algorithm with those of the Winding Algorithm.

5.3.2 SRTM CSI

In order to provide 100% recall and also have another set of elevations to compare, we chose to interpolate our
own peak data over the SRTM CSI dataset. We downloaded the dataset from http://srtim.csi.cgiar.org/ [68]
and extracted the elevation information from the files around Afghanistan. Since the SRTN CSI data provides
elevation at 90m resolution, we decided that we must implement our own form of interpolation to discover peak
heights that fall within this resolution.

1: Interpolation Method
We chose to use an inverse distance weighting interpolation method known as Shepard's Method. [67] Shepard's
Method consists of the following sum:

N

u(x) = Z—L(I)——uk (2)

N
k=0 Ek:(‘) Wi (I)

1
d(Il,l‘g)p

where

wi(x) =

Using this method, u(z) will yield our interpolated elevation, where uy is the elevation of each known SRTM
point in our set. We control two factors, the subset of SRTM points, N and the “power parameter”, p. N is
manipulated through a set of distance, A, that we choose around our unknown mountain point. A higher A yields
a higher N and thus a larger set to interpolate around. The “power parameter” determines the snioothing of our
interpolated figures. When 0 < p < 1, we expect a smoother interpolation, since distance away from our mountain
point is not very heavily weighted. When p > 1, distance away from our mountain point is heavily weighted and
our interpolation is expected to peak much more sharply. Despite these two variable parameters, experimentation
shows that variance in either N or p does not significantly change our interpolated elevation. See Figures 74 and
75 for a comparison across the nine mountain points from Figure 72 .

2: Interpolation Results
Since we interpolated our specific mountain points over many points, we were able to achieve a recall of 100%.
Figure 76 shows a binning analysis of its accuracy.

5.3.3 Conclusion

We note that when elevation information exists from the NGA Gazetteer, both GeoNames and Shepard’s Method
fall close to that than the elevation taken from specific Internet sources. In either case, sometimes GeoNames and
Shepard’s Method fall close to the mountain point’s actual elevation, e.g., Shah Fuladi, while sometimes it falls far
apart, e.g., Kuh-e Fergardi.

We also notice one aberration, the NGA Gazetteer's listed elevation for Shah Tus Aqa Ghar is roughly three
times the values given by the Internet, GeoNames and Shepard’s Method. In fact, we notice that there are 64
mountain points whose NGA elevations are > 8000 while their interpolated results are much less. We notice



A_rgg_ | EfSt Pass | Second Pag,s_—
ADM 1 | 33 326
ADM 2 | 53 567

Figure 70: A comparison of the plotting differences between the Bounding Algorithm and the Winding Algorithmn.

Figure 71: A map showing the plotting differences between the Bounding Algorithm and the Winding Algorithm.
for ADM level 1.

further that the ratio of the NGA elevation over interpolated results is roughly 3. From this we postulate that
these mountain points might have elevations incorrectly entered in feet rather than meters.

We discovered that between GeoNames and Shepard’s Method, and as illustrated in Figure 77, that GeoNames
creates a better “guess” for a mountain’s height, generally falling within approximately 100 meters. We postulate
that they must use a different interpolation method than Shepard’s and that it might be possible to increase our
accuracy by experimenting with different interpolation methods.

We also discovered that interpolation has the secondary utility of verifying existing data, as we’ve seen in the
64 mountain point elevations that were probably entered in feet rather than meters.

[ Mountain NGA Internet
Kuh-e Jang Qal‘ch | 3781m 417Im |

Gora Takurgar None 3191m
Shah Tus Aga Ghar | 15,758m | 4803m
Shah Fuladi None 4153m

' Kuh-e Pishashgal 4693m 6290m
Kuh-e Bandaka 6271m 6812m

| Kuh-e Fergardi None 5096m |

Noshaq 7482m | 7492m |
Koh-i-Safed Khe s None 5325m

Figure 72: A comparison of elevations from the NGA database with information taken from PeakList and Wikipedia.
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Figure 73: A distribution of elevation differences between the existing NGA Gazetteer and values returned from
GeoNames.
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Figure 74: A comparison of changing A € {.001,.002,.003} with p = 3 on interpolated elevation.
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Figure 75: A comparison of changing p € {.5, 1,3} with § = 0.003 decimal degrces on interpolated elevation.
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Figure 76: A distribution of elevation differences between the existing NGA Gazetteer and values returned from
our Shepard’s Method interpolation.
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